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1. Abstract 
 

The main objective of this work is to create a Decision Support Tool to help the Airport Operation 
Centre with the integration of different approaches at the macroscopic level to make better decisions 
to minimize airport congestion by mitigating conflicts of critical resources. The main conflicts are 
related to different processes of the airport management and the capacity, so, the main problems are 
related to the minimum separation, runway, taxiway, terminal, gates, and ground handling team 
capacity (overloads) and availability. 

 

We propose a framework as part of the Decision Support Tool to solve the conflicts addressed, we 
adapted an optimization with simulated annealing heuristic combined with a time decomposition 
approach (sliding windows). 

 

As part of the solution, we evaluate the performance of the different modules and how the number 
of conflicts is solved, the final objective is to improve the coordination and efficiency of the operations 
of an airport. To validate the optimization model and to show the benefits of the macroscopic 
decomposition approach different computational experiments were performed with real data of one 
day of operations from Paris Charles de Gaulle airport including the parameters of this airport. 

 

2. Objective of the study 
 

The objective of our work is to develop a Decision Support Tool to help the APOC processes, this with 
the integration of the AMAN, SMAN and DMAN with the ground handling optimization considering 
the gate assignment problem and solve the conflicts related to capacity and airport and airspace 
constraints. 

 

3. Motivation 
 
The concept of Total Airport Management (TAM) developed by EUROCONTROL and the German 
aviation research institute DLR, widens the scope of A-CDM (Airport Collaborative Decision Making) in 
both the level of detail and space [Günther, Inard, Werther, Bonnier, Spies, Marsden, Temme, Böhme, 
Lane and Niederstraßer (2006)]. 
 
The TAM has different blocks: 

• APOC (Airport Operation Centre) - Manage performance; 
• AOP (Airport Operation Plan) - Monitor performance; 
• MET (Meteorological Services) - Integration of data; 
• DCB (Demand capacity Balancing) - Arrive and depart to plan; 
• Integration of landside processes; 
• Integration of de-icing processes. 
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Figure 1 Total Airport Management (TAM). Holistic View of the TAM and APOC. 

This widening of the scope of the TAM is visualized in Figure 1. At the centre of this concept lies the 
Airport Operation Centre (APOC). The APOC combines all relevant information of the airports access 
systems, land and air side traffic, ground operations and weather conditions. This data enables 
continuous monitoring of the joint plan, the Airport Operations Plan (AOP), and enables better 
detection/anticipation of deviations. 

SESAR’s Airport Operations Centre (APOC) [EUROCONTROL (2018)] concept represents a big step 
forward for airports, providing them with the means to integrate even more efficiently into the 
European network in a collaborative approach that involves all actors (airport operators, airport 
coordinators, airlines, air navigation service providers), operating at each airport in a harmonized 
approach. However, while the APOC idea is considered a must-have for bigger airports, not every 
airport is likely to establish an APOC physically, as not all airports have the local scope and/or size to 
justify such an investment. 

The SESAR concept envisions the APOC as the central node in the holistic approach of the airport, 
combining information to manage all airport processes both on the apron and in the terminal. All 
actors that have operations at and around airports increasingly recognise the need for transparent 
and collaborative processes and sharing of information. 
 
The main characteristics for an APOC are:  

• Including all airside and landside processes (terminal and apron); 
• Continuous data sharing amongst all partners; 
• Planning and simulation tools to support decision-making. 

 

For an APOC to succeed, the following should be unconditional: 

• The role and function of an APOC should be agreed upon; 
• (Live) Data sharing between all stakeholders; 
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• Planning and simulation tools should have been proven trustworthy. 

 

The main objective of this work is to minimize airport congestion by mitigating conflicts for critical 
resources. The main conflicts are related to minimum separation violations, runway, taxiway, 
terminal, gate capacities and ground handling team availability. Thus, we developed an efficient 
Decision Support Tool for managing the traffic and capacity of an airport. The main issue, for most of 
the models of airport operations present in literature, is that they do not consider the variability of 
the real system. Therefore, the solutions, when applied to real conditions, are very rigid and can 
become unfeasible due to the disturbances of the real system. With the objective of making the 
solutions more resilient and applicable, the uncertainty coming from real-world conditions is 
considered in this approach. 

 

The problem consists of building a Decision Support Tool for APOC stakeholders with the integration 
of airspace, airside operations and the decisions taken on the tactical phase (day of operations). 
Airspace operations involve landing sequencing while airside operations involve runway, taxiway, 
terminal operations, and ground handling operations. The objective, regarding the landing 
sequencing, is to resolve airspace conflicts and have a smooth arrival flow of aircraft. Regarding airside 
operations, the objective is to regulate the departure rate aiming at mitigating the congestion at the 
airport surface. 

 

In terminal airspace TMA (Terminal Manoeuvring Area) [Ma et al. (2019a)], aircraft from different 
entry points must be merged and sequenced into an orderly stream, follow the Standard Terminal 
Arrival Routes (STAR), then prepare to land on the runway. After landing and exiting the runway, 
aircraft taxi towards the assigned gate. Then, after a certain turnaround duration for disembark, 
embark and other ground handling operations assigned to the different ground handling teams (arrival 
and departure), aircraft pushback, taxi out, depart, and follow the designated Standard Instrument 
Departure (SID) routes. 
 
The first step is to consider the terminal and airport integration problem at a macroscopic level, to be 
sufficiently flexible to resolve airspace conflicts, to mitigate airport congestions and to ensure 
feasibility. The second step is to analyse the gate assignment and the ground handling teams 
assignment. 

 

The ground handling team assignment problem is related to the set of teams that are assigned to the 
flight depending on the availability, wake turbulence category, distance, and service time. 

 

The main conflicts or overload detection for each phase of the processes are described as follow: 

• Airspace: Aircraft incur conflicts every time a loss of minimum separation between two 
consecutive aircraft is detected. Aircraft that do not respect the order of the sequence along 
the landing route. 

• Airside: Airside conflicts are detected, for terminal components, when their declared 
capacity is exceeded (capacity overload). For taxiway system the conflicts are detected when 
the interaction between different the taxiway routes, runway crossing and the 
incoming/outcoming to the apron.  
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• Runway: Runway overload is computed by a maximum throughput (number of aircraft per 
10 minutes time period). 

• Gates: The gate conflicts are detected when two (or more) aircraft used the same gate at the 
same time. 

• Ground Handling Teams: GH team issues happen when the GH schedule ends with a default 
of service for an aircraft (the service has not been given to the aircraft). 

 

4. Advances this work has provided with regard to the state of the art 
 

Some researchers [Kjenstad, Mannino, Nordlander, Schittekat and Smedsrud (2013)] made a 
mathematical model that integrates the three problems (AMAN, DMAN, SMAN) and the algorithm 
decomposes the problem where routing, sequencing, and conflicts resolution are carried out in 
subsequent stages. Their optimization approach on departure management and surface routing has 
been validated in experiment on Hamburg airport, where they showed remarkable improvements in 
punctuality and taxi times compared to the expert controllers. There is another case study [Pavese, 
Bruglieri, Rolando and Careri (2017)] of DMAN-SMAN-AMAN optimization applied to Milano Linate 
airport. This work has been tested on two actual case-study days, considering the airport stakeholders’ 
objectives and constraints, and taking operation information from the Airport Collaborative Decision-
Making platform. Obtained results show that the proposed algorithm could increase average 
timeliness, reduce taxi time, and fuel consumption of aircraft operating at Linate, thus contributing to 
reach a more sustainable and efficient air transport. 
 
Our research is an extension from previous works made by Ji Ma [Ma, Delahaye, Sbihi and Mongeau 
(2016a), Ma, Delahaye, Sbihi, Scala and Mota (2017a), Ma, Delahaye, Sbihi, Scala and Mota (2019a), 
Ma, Delahaye, Sbihi and Scala (2018), Ma, Delahaye, Sbihi and Mongeau (2016b), Ma, Sbihi and 
Delahaye (2019b), Scala, Mujica Mota, Ma and Delahaye (2020), Scala, Mujica, Delahaye and Ma 
(2019)] where AMAN and DMAN are integrated to solve the case of Paris Charles de Gaulle Airport. 
These papers present the algorithmic implementations of a decision support system for solving 
airspace conflicts and airport congestion at a macroscopic level. Conflict detection and resolution 
methods are applied on predefined terminal route structure. Different airside components are 
modelled using network abstraction. Speed, time, and runway changes are managed via an 
optimization methodology. An adapted simulated annealing heuristic combined with a time 
decomposition approach has been proposed to solve the corresponding problem. The system 
developed provide support for air traffic controllers in handling large number of flights while solving 
conflicts. In this framework, airspace together with ground airport operations are considered. 
Conflicts are defined as separation minimum violation between aircraft for airspace and runways, and 
as capacity overloads for taxiway network and terminals. The methodology proposed in this work 
consists of an iterative approach that couple’s optimization and simulation to find solutions that are 
resilient to perturbations due to the uncertainty present in different phases of the arrival and 
departure process. An optimization model was employed to find a (quasi)optimal solution while a 
discrete event-based simulation model evaluated the objective function. By coupling simulation with 
optimization, they generate more robust solutions resilient to variability in the operations. 
 
On the other hand, there are a couple of research related to the ground handling optimization. The 
main goal of this research [Szabo Pilat, Makó, Korba, Čičváková and Kmec (2021)] is to improve the 
individual processes that are part of the aircraft ground handling to speed up the operation, as well 
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as to improve the turnaround time between individual flights to enhance the overall throughput of 
airport stands. The objective of this research is to measure the times of standard airport processes 
that are part of the aircraft handling, to measure the turnaround time between individual flights at 
the selected airport and to increase the efficiency of each process that was measured. The changes 
were mainly focused on the following aspects: the position of ground handling equipment before the 
arrival of the aircraft, the deployment of staff, and the routes taken by ground handling equipment. 
After the changes were implemented, the same measurements were taken again to see if the changes 
that had been implemented could speed up the overall process of the aircraft ground handling. All 
measurements were done at the Kosice airport. This paper also gives us an overview of the number 
of employees required for each ground handling processes. 
 
This article [Jan Evler (2021)] studies a concept which incorporates the situational awareness gained 
by A-CDM into an airline-internal decision support system, such that it integrates all available schedule 
recovery options during aircraft ground operations. The developed mathematical optimization model 
is an adaptation of the Resource-Constrained Project Scheduling Problem (RCPSP) and incorporates 
key features from turnaround target time prediction, passenger connection management, tactical 
stand allocation and ground service vehicle routing into the airline hub control problem. The model is 
applied in a case study consisting of 20 turnarounds during a morning peak at Frankfurt airport. 
Schedule recovery performance (resilience) is analysed for a set of key performance indicators within 
multiple scenario instances which contain different resource availability and aim at solving various 
arrival delay situations. Results highlight that a minimization of tactical cost concurrently reduces the 
average departure delay for flight and passengers while recovery performance is substantially affected 
when some options are not included in the evaluation process. Their concept provides airlines with an 
optimization approach for constrained airport resources so, that total cost and delay resulting from 
schedule deviations are reduced, which may benefit to the strategic schedule planning and improve 
predictability of operations for local collaborators, such as airport, ground handlers and ATM 
performance. 
 
The integration of optimization support systems to act as holistic decision-support tools for all airport 
partners. Several integrated problems have been defined and studied in the literature. In some 
research [Lee and Balakrishnan (2012), Deau, Gotteland and Durand (2009)], taxiway and runway 
schedules are optimized, and ground traffic simulations carried out to compare with the optimization 
results. In [Khadilkar Harshad (2016)], a paradigm for the management of aircraft operations in and 
around airports is proposed to reduce congestion on the airport surface and in arrival airspace. 
 
The objective of our work is to develop a decision support tool that integrate the AMAN, SMAN and 
DMAN with the ground handling optimization considering the gate assignment problem considering 
some operational restrictions and airport resources constraints. This full integrated optimization has 
not been studied before. 
 

5. Methodology 
 

In this section we will introduce different aspects that we consider, and we present the methodology 
followed. We begin the methodology by providing a brief description of the airport that we will focus 
the study on, which is Paris Charles de Gaulle CDG, then we introduce the network model 
representation develop for CDG airport taking into a count the different agents. The mathematical 
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model was built with the different variables and parameters. The decision variables were defined. To 
complete the mathematical model, we develop the objective function with the overloads of terminals, 
gates, ground handling teams, taxiway, and flight delays. 

 

Airport model 

Paris Charles de Gaulle (CDG) airport is one of the busiest passenger airports in Europe, also consider 
as a hub airport, composed of four parallel runways (two for arrivals and two for departures) and three 
terminals. 

We choose to study Paris CDG airport because of its complexity and accessibility to the data. Figure 2 
represents the airport infrastructure. 

 
Figure 2 CDG Airport Model Representation. Overview of the actual infrastructure, runways, and terminals. 

 

Network Representation 

Different components of airport are considered using a network abstraction (see Figure 3). Runways, 
terminals, gates, and ground handling teams are modelled as resources with a specific capacity 
corresponding to Paris Charles de Gaulle (CDG) Airport. We consider the overall capacity of a terminal 
also considering its individual gates availability. Taxiway is seen as a node with a threshold of total 
allowed number of taxi-in and taxi-out aircraft related to the aircraft incoming/ongoing to the apron. 
The gates are assigned depending on the terminal and wake turbulence category. The ground handling 
teams are also assigned depending on the terminal, gate, service according to the wake turbulence 
category. 
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Figure 3 Network representation 

 

Mathematical Formulation 

The following notations are defined for our problem formulation: 

• ℱ: set of flights, ℱ = 𝒜𝒜⋃𝒟𝒟; 

• 𝒜𝒜: set of arrivals; 

• 𝒟𝒟: set of departures; 

• 𝒜𝒜𝒜𝒜: set of arrival-departures; 

• ℛ: set of landing or take-off runways; 

• 𝐼𝐼𝑓𝑓: initial off-block time for departure or landing time for arrival. Note that the landing time of 
each arrival is predetermined and is not optimized in this study; 

• 𝐶𝐶𝑓𝑓,𝑔𝑔: Maximum capacity in terms of flow. 

• 𝒯𝒯: set of terminals; 

• 𝒢𝒢𝒯𝒯: set of gates for terminals 𝑇𝑇; 

• 𝒢𝒢ℋ: set of ground handling teams for each flight; 

• 𝑁𝑁𝑎𝑎: maximum allowed number of holding time slots for arrivals; 

• 𝑁𝑁𝑑𝑑: maximum allowed number of holding time slots for departures; 

• 𝑁𝑁𝑝𝑝: maximum allowed number of pushback delay time slots; 

• 𝛥𝛥𝛥𝛥: time step; 

• 𝛥𝛥𝛥𝛥: speed increment; 
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• 𝒮𝒮f,g: minimum separation between these two aircraft; 

• 𝑑𝑑𝑓𝑓𝑓𝑓𝑢𝑢 (x): actual separation distance of these aircraft at the entry time; 

• 𝑑𝑑𝑓𝑓𝑓𝑓𝑣𝑣 (x): actual separation distance of these aircraft at the exit time. 

We are given a set of flights (or aircraft), ℱ = 𝒜𝒜 ∪𝒜𝒜𝒜𝒜 ∪ 𝒟𝒟, where 𝒜𝒜 is the set of arrivals (flights that 
arrive at the airport and stay until the end of the day), 𝒜𝒜𝒜𝒜 is the set of arrival-departures (flights that 
arrive at the airport and depart from it after a turnaround duration), 𝒟𝒟 is the set of departures (flights 
that are parked at the airport at the beginning of the day and depart later). For each flight 𝑓𝑓 ∈ ℱ, the 
following data is given: wake turbulence category for 𝑓𝑓 ∈ ℱ, assigned terminal for 𝑓𝑓 ∈ ℱ, entering 
waypoint at TMA for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜, exit waypoint at TMA for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜, taxi-in duration for 𝑓𝑓 ∈
𝒜𝒜⋃𝒜𝒜𝒜𝒜, taxi-out duration for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜, initial landing runway number for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜 (usually 
the requested landing runway is linked to the relative position of the terminal and the landing 
runways), initial departure runway number for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜, initial off-block time for 𝑓𝑓 ∈ 𝒟𝒟, 
turnaround duration for 𝑓𝑓 ∈ 𝒜𝒜𝒜𝒜 and initial exit time at the exit SID waypoint for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜. 

Moreover, we know: 

• 𝑇𝑇𝑓𝑓0: initial RTA (Required Time of Arrival) at the entering waypoint of TMA (𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜); 

• 𝑉𝑉𝑓𝑓0: initial speed at the entering waypoint of TMA (𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜); 

• 𝑃𝑃𝑓𝑓0: initial off-block time (𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜), it is the earliest time that an aircraft is ready to depart 
from its parking position. 

Here are the assumptions and simplifications we make for our model: 

• Flights are assigned to gates in their terminal; 

• We use an average taxi-in and taxi-out duration regarding terminal and runway for each flight. 
Detailed study of airport taxi routings can be found in [Ma, Delahaye, Sbihi, Scala and Mota 
(2017a)] 

• Each aircraft has a constant deceleration or acceleration in the TMA. 

• The ground handling teams are assigned to the flights. 

 

Decision Variables 

The optimization model we are using has eight types of decision variables. For arrivals, we have to 
attribute the entering time in the TMA, the entering speed in the TMA, the landing runway, the gate 
and the ground handling team for arrival: 

1. Entering time in the TMA for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: First, we assume that we are given a maximum delay 
and a maximum advance, denoted respectively ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 and ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚, which define the range of 
possible entering times in the TMA. We therefore define, for each flight 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜, a time-slot 
decision variable 𝑡𝑡𝑓𝑓 ∈ 𝒯𝒯𝑓𝑓, where 

𝒯𝒯𝑓𝑓 = {𝑇𝑇𝑓𝑓0  + 𝑗𝑗∆𝑇𝑇| ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚
∆𝑇𝑇

≤ 𝑗𝑗 ≤ ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚
∆𝑇𝑇

, 𝑗𝑗 ∈ ℤ}, 

where 𝛥𝛥𝛥𝛥 is a discretized time increment, whose value is to be set by the user. In order to shift 
an aircraft entering time in the TMA, we can either decrease or increase its speed in the en-route 
phase. In practice, the latter strategy burns more fuel, and may be far less attractive for the 
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airlines. Therefore, our time slot interval can be asymmetric, with |∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚| ≥ |∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚|. In the 
following sections, the notation delay is used to indicate the time deviation of a flight. 

2. Entering speed in the TMA for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: 𝑣𝑣𝑓𝑓 ∈ 𝒱𝒱𝑓𝑓, where 

𝒱𝒱𝑓𝑓 = �𝑉𝑉𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑗𝑗∆𝑓𝑓𝑣𝑣 � 𝑗𝑗 ∈ ℤ, |𝑗𝑗|  ≤ (𝑉𝑉𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑉𝑉𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚/∆𝑓𝑓𝑣𝑣)}, 

with 𝛥𝛥𝑓𝑓𝑣𝑣 is a (user-defined) speed increment, 𝑉𝑉𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑉𝑉𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚  are given as input data 
corresponding to the minimum and maximum allowable speeds for aircraft 𝑓𝑓. 

3. Landing runway for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: 𝑟𝑟𝑓𝑓𝑙𝑙 is the landing runway decision for arrivals. Runway 
assignment is used to balance the capacity when one runway gets overloaded while another one 
is still able to accommodate more aircraft. 

4. Gate for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: 𝐺𝐺 is the decision of which gate assigned to the flight 𝑓𝑓 according to its 
terminal. 

5. Arrival Ground handling Team for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: 𝐺𝐺𝐻𝐻𝐴𝐴 is the decision variable of which ground 
handling team for arrival will serve the flight 𝑓𝑓. For departures, we have to decide the ground 
handling, departure runway and the pushback time. 

6. Departure Ground handling Team for 𝑓𝑓 ∈ 𝒜𝒜⋃𝒜𝒜𝒜𝒜: 𝐺𝐺𝐻𝐻𝐷𝐷 is the decision variable of which ground 
handling team for departure will serve the flight 𝑓𝑓. 

7. Departure runway for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜: 𝑟𝑟𝑓𝑓𝑑𝑑 is the take-off runway decision variable for departures. 
Similarly, it is possible to yield flights to another take-off runway when the current assigned one 
is too busy. 

8. Pushback time for 𝑓𝑓 ∈ 𝒟𝒟⋃𝒜𝒜𝒜𝒜: 𝑝𝑝𝑓𝑓 ∈ 𝒫𝒫𝑓𝑓, where 

𝒫𝒫𝑓𝑓 = {𝑃𝑃𝑓𝑓0 + 𝑗𝑗∆𝑇𝑇|0 ≤ 𝑗𝑗 ≤ ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚
𝑝𝑝

∆𝑇𝑇
, 𝑗𝑗 ∈ ℕ}, 

where ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚
𝑝𝑝  is the maximum pushback delay. In contrast to the entering time decision in the 

TMA for arrival flights, we can only delay a departure with regard to its earliest initial off-block 
time. Pushback time for departures is discretized into time slots, 𝑝𝑝𝑓𝑓 ∈ {𝐼𝐼𝑓𝑓 , 𝐼𝐼𝑓𝑓 + 𝛥𝛥𝛥𝛥, 𝐼𝐼𝑓𝑓 +
2.𝛥𝛥𝛥𝛥, . . . , 𝐼𝐼𝑓𝑓 + 𝑁𝑁𝑝𝑝.𝛥𝛥𝛥𝛥}. 

To summarize, our decision vector is 𝐱𝐱 = (𝐭𝐭, 𝐯𝐯, 𝐥𝐥, 𝐠𝐠,𝐝𝐝,𝐩𝐩,𝑮𝑮𝑯𝑯𝒂𝒂 ,𝑮𝑮𝑮𝑮𝒅𝒅), where 𝐭𝐭 is the entering time 
vector, 𝐯𝐯 is the entering speed vector, 𝐥𝐥 is the landing runway vector, 𝐠𝐠 is for the gate assignment 
vector, 𝐝𝐝 is the departure runway vector, 𝐩𝐩 is the pushback time vector, 𝑮𝑮𝑮𝑮𝒂𝒂  is the ground handling 
team assigned for arrival flights and 𝑮𝑮𝑮𝑮𝒅𝒅 is the ground handling team assigned for departure flights. 

Constraints 

We have three main constraints: wake turbulence separation, single-runway separation for arrivals 
and departures, and maximum pushback delay. 

For two consecutive flights f, g that are flying through a link l = (u,v), the minimum separation between 
these two aircraft, 𝒮𝒮f,g , is obtained based on their respective wake turbulence category as shown in 
Table 1, the separation minima regulations are given by ICAO [ICAO, 2016]. Then, the actual separation 
distance of these aircraft at the entry time, 𝑑𝑑𝑓𝑓𝑓𝑓𝑢𝑢 (x), and at the exit time of link l, 𝑑𝑑𝑓𝑓𝑓𝑓𝑣𝑣 (x) are computed 
and compared with 𝒮𝒮f,g to detect potential link conflict. 
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Table 1 Distance-based separation on approach and departure according to aircraft categories (in NM). 

Category Trailing Aircraft 

Heavy Medium Light 

 

Leading Aircraft 

Heavy 4 5 6 

Medium 3 3 5 

Light 3 3 3 

The landing/take-off time difference of any two consecutive aircraft must respect the time separation. 
The runway separation rules are calculated by incorporating the different flight speeds and their 
impact on the final approach segment. The separation requirements are shown in Table 2, where A 
refers to Arrival, D refers to Departure, and C refers to Crossing. Due to the runway configuration in 
CDG, arrivals have to cross departure runways to get to the terminal. We consider that the crossing 
time of an arrival is 40 seconds. 

One runway can be modeled as a specific resource with capacity 1. During high traffic demand periods, 
the upcoming flights may violate the separation rules and cause runway congestions. 

Table 2 Single-runway separation requirements according to aircraft categories and to operations (in seconds). 

Operation-Category Trailing Aircraft 

A-H A-M A-L D-H D-M D-L C 

Leading 
Aircraft 

A-H 96 157 207 60 60 60 - 

A-M 60 69 123 60 60 60 - 

A-L 60 69 82 60 60 60 - 

D-H 60 60 60 96 120 120 60 

D-M 60 60 60 60 60 60 60 

D-L 60 60 60 60 60 60 60 

C - - - 40 40 40 10 

 

The decision variables of each flight must satisfy the following constraints: the maximum pushback 
delay.  

𝐼𝐼𝑓𝑓 ≤ 𝑃𝑃𝑓𝑓 ≤ 𝐼𝐼𝑓𝑓 +  𝑁𝑁𝑝𝑝.𝛥𝛥𝛥𝛥,   ∀𝑓𝑓 ∈ 𝐷𝐷 

 

Objective function 

Our objective function is a weighted sum of the overloads for gates, terminal, ground handling teams 
and for taxi network and flight delays. 

• Terminal and taxiway congestion evaluation: 

  We have two metrics to measure the terminal congestion. First, the maximum overload number 
is the maximum value over the period of the difference between the number of aircraft in the 
terminal and the given terminal capacity. This metric gives us an idea of the time at which severe 
congestion occurs. However, the maximal overload does not provide sufficient information on 
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the level of congestion. Therefore, another important metric to consider is the average 
congestion. 

  Suppose that we have a discretized time window 𝒯𝒯 = {1,2, . . . , |𝒯𝒯|}, let us define the occupancy 
indicator for 𝑡𝑡𝑖𝑖 ∈ 𝒯𝒯: 

  𝑂𝑂𝑚𝑚(𝑡𝑡𝑖𝑖) = Card{𝑓𝑓|𝑇𝑇𝐼𝐼𝐼𝐼
𝑓𝑓,𝑚𝑚(𝐱𝐱) ≤ 𝑡𝑡𝑖𝑖 ≤ 𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂

𝑓𝑓,𝑚𝑚(𝐱𝐱)} 

  where 𝑇𝑇𝐼𝐼𝐼𝐼
𝑓𝑓,𝑚𝑚(𝐱𝐱) and 𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂

𝑓𝑓,𝑚𝑚(𝐱𝐱) correspond to the entering time and the exit time of resource 𝑚𝑚 
(i.e., terminal or taxi network). It counts the number of aircraft at time 𝑡𝑡𝑖𝑖. The overload of 
resource 𝑚𝑚 at time 𝑡𝑡𝑖𝑖  is then defined as: 

  𝐺𝐺𝑚𝑚(𝑡𝑡𝑖𝑖) = max {𝑂𝑂𝑚𝑚(𝑡𝑡𝑖𝑖) − 𝑂𝑂𝑚𝑚, 0} 

  where 𝑂𝑂𝑚𝑚 is the imposed maximum capacity of the resource 𝑚𝑚. 

  The average overload is then defined as 
∑ 𝐺𝐺𝑚𝑚𝑡𝑡𝑖𝑖∈𝒯𝒯 (𝑡𝑡𝑖𝑖)

|𝒯𝒯|
. 

  To conclude, the airside capacity overload is expressed as 

𝑆𝑆(x) =
∑ 𝐺𝐺𝑡𝑡𝑡𝑡𝑖𝑖∈𝒯𝒯 (𝑡𝑡𝑖𝑖)

|𝒯𝒯|
+ max

𝑡𝑡𝑖𝑖∈𝒯𝒯
𝐺𝐺𝑡𝑡(𝑡𝑡𝑖𝑖) +

∑ 𝐺𝐺𝑛𝑛𝑡𝑡𝑖𝑖∈𝒯𝒯 (𝑡𝑡𝑖𝑖)
|𝒯𝒯|

+ max
𝑡𝑡𝑖𝑖∈𝒯𝒯

𝐺𝐺𝑛𝑛(𝑡𝑡𝑖𝑖) 

  where 𝐺𝐺𝑡𝑡(𝑡𝑡𝑖𝑖) and 𝐺𝐺𝑛𝑛(𝑡𝑡𝑖𝑖) are respectively the terminal overload and the taxi network overload at 
time 𝑡𝑡𝑖𝑖. 

• Flight delays: The flight delays 𝐷𝐷(x) are defined as the total time deviation between the 
optimized and initial values of RTA and pushback time, 𝐷𝐷(x) = ∑ (𝑓𝑓∈ℱ 𝑝𝑝𝑓𝑓 − 𝑃𝑃𝑓𝑓0) + ∑ (𝑓𝑓∈ℱ 𝑡𝑡𝑓𝑓 −
𝑇𝑇𝑓𝑓0). 

The optimization model aims at minimizing the objective function, depending on which component 
the optimization process should focus on, these weights can be adjusted accordingly. Thus, our 
objective function, to be minimized is therefore a weighted sum of these functions: 

𝛾𝛾𝑎𝑎𝐴𝐴(𝐱𝐱) + 𝛾𝛾𝑠𝑠𝑆𝑆(𝐱𝐱) + 𝛾𝛾𝑑𝑑𝐷𝐷(𝐱𝐱) + 𝛾𝛾𝑔𝑔𝐺𝐺(𝐱𝐱) + 𝛾𝛾ℎ𝐺𝐺𝐺𝐺(𝐱𝐱) + 𝛾𝛾𝑙𝑙𝑆𝑆𝑝𝑝(𝐱𝐱) 

where 𝛾𝛾𝑎𝑎, 𝛾𝛾𝑠𝑠, 𝛾𝛾𝑑𝑑, 𝛾𝛾𝑔𝑔, 𝛾𝛾ℎ and 𝛾𝛾𝑙𝑙 are respectively weighting coefficients for the total number of conflicts 
in airspace, 𝐴𝐴(𝐱𝐱), the airside capacity overload, 𝑆𝑆(𝐱𝐱), the flight delays 𝐷𝐷(𝐱𝐱), the gate capacity 
overload 𝐺𝐺(𝐱𝐱), the ground handling performance 𝐺𝐺𝐺𝐺(𝐱𝐱) and 𝑆𝑆𝑝𝑝(𝐱𝐱) the speed deviation. 

Simulated Annealing 

Simulated Annealing (SA) is one of the best-known metaheuristic methods for addressing the difficult 
black box global optimization problems (those whose objective function is not explicitly given and can 
only be evaluated via some costly computer simulation). 

Simulated annealing has been applied to many highly combinatorial problems coming from industry 
and operations; to mention a few: 

• Airline crew scheduling 
• Railway crew scheduling 
• Traveling salesman problem 
• Vehicle routing problem 
• Layout-routing of electronic circuits 
• Large scale aircraft trajectory planning 
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• Complex portfolio problem 
• Graph colouring problem 
• High-dimensionality minimization problems 

These concepts are based on a strong analogy with the physical annealing of materials. This process 
involves bringing a solid to a low energy state after raising its temperature. It can be summarized by 
the following two steps: 

• Bring the solid to a very high temperature until “melting” of the structure; 

• Cooling the solid according to a very particular temperature decreasing scheme to reach a solid 
state of minimum energy. 

In the liquid phase, the particles are distributed randomly. It is shown that the minimum-energy state 
is reached provided that the initial temperature is sufficiently high, and the cooling time is sufficiently 
long. If this is not the case, the solid will be found in a metastable state with non-minimal energy; this 
is referred to as hardening, which consists in the sudden cooling of a solid. 

 

 

Figure 4 When temperature is high, the material is in a liquid state (left). For a hardening process, the material 
reaches a solid state with non-minimal energy (metastable state; top right). In this case, the structure of the 

atoms has no symmetry. During a slow annealing process, the material also reaches a solid state but for which 
atoms are organized with symmetry (crystal; bottom right). 

In the next definitions we consider (𝑆𝑆, 𝑓𝑓) an instantiation of a combinatorial optimization problem (𝑆𝑆: 
space of feasible solutions, 𝑓𝑓: optimization function to be minimized). 

Definition 1. Let 𝒩𝒩 be an application that defines for each solution 𝑖𝑖 ∈ 𝑆𝑆 a subset 𝑆𝑆𝑖𝑖 ⊂ 𝑆𝑆 of solutions 
“close” (to be defined by the user according to the problem of interest) to the solution 𝑖𝑖. The subset 
𝑆𝑆𝑖𝑖 is called the neighbourhood of solution 𝑖𝑖. 

In the next definitions, we consider that 𝒩𝒩 is a neighborhood structure associated to (𝑆𝑆, 𝑓𝑓). 

Definition 2. A generating mechanism is a mean for selecting a solution 𝑗𝑗 in any neighborhood 𝑆𝑆𝑖𝑖 of a 
given solution 𝑖𝑖. 

Definition 3. Let (𝑆𝑆, 𝑓𝑓) be an instantiation of a combinatorial minimization problem, and 𝑖𝑖, 𝑗𝑗 two points 
of the state space. The acceptance criterion for accepting solution 𝑗𝑗 from the current solution 𝑖𝑖 is given 
by the following probability: 
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𝑃𝑃𝑃𝑃{ accept 𝑗𝑗} = �
1 if 𝑓𝑓(𝑗𝑗) < 𝑓𝑓(𝑖𝑖)

exp �
𝑓𝑓(𝑖𝑖) − 𝑓𝑓(𝑗𝑗)

𝑐𝑐
� else.

 

Then, the neighborhood generation principle is similar to the perturbation mechanism of the 
Metropolis algorithm, and the acceptance criterion represents the Metropolis principle. A transition 
is defined as the replacement of the current solution by a neighboring solution, it consists of the 
neighborhood generation and acceptance. In the sequel, let 𝑐𝑐𝑘𝑘 be the value of the temperature 
parameter, and 𝐿𝐿𝑘𝑘  be the number of transitions generated at some iteration 𝑘𝑘. The principle of SA 
can be summarized as follows: 

Simulated annealing 

1. Initialization 𝑖𝑖 : = 𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑘𝑘 : = 0, 𝑐𝑐𝑘𝑘 = 𝑐𝑐0, 𝐿𝐿𝑘𝑘 : = 𝐿𝐿0); 
2. Repeat 
3. For 𝑙𝑙 = 0 to 𝐿𝐿𝑘𝑘  do 

o Generate a solution 𝑗𝑗 from the neighborhood 𝑆𝑆𝑖𝑖 of the current solution 𝑖𝑖; 
o If 𝑓𝑓(𝑗𝑗) < 𝑓𝑓(𝑖𝑖) then 𝑖𝑖 : = 𝑗𝑗 (𝑗𝑗 becomes the current solution); 

o Else, 𝑗𝑗 becomes the current solution with probability 𝑒𝑒
�𝑓𝑓(𝑖𝑖)−𝑓𝑓(𝑗𝑗)

𝑐𝑐𝑘𝑘
�
; 

4. 𝑘𝑘 : = 𝑘𝑘 + 1; 
5. Compute (𝐿𝐿𝑘𝑘 , 𝑐𝑐𝑘𝑘); 
6. Until 𝑐𝑐𝑘𝑘 ≃ 0 

One of the main features of simulated annealing is its ability to accept transitions that degrade the 
objective function. 

At the beginning of the process, the value of the temperature 𝑐𝑐𝑘𝑘 is high, which makes it possible to 
accept transitions with high criterion degradation, and thereby to explore the state space thoroughly. 
As 𝑐𝑐𝑘𝑘 decreases, only the transitions improving the criterion, or with a low criterion deterioration, are 
accepted. Finally, when 𝑐𝑐𝑘𝑘 tends to zero, no deterioration of the criterion is accepted, and the SA 
algorithm behaves like a Monte Carlo algorithm. 

Sliding Window Approach 

The sliding window approach consists in considering time frame windows of small size and shifting 
them along the entire time horizon of the study. By using this approach, a small instance of the 
problem is solved considering only the elements within the time window (see Figure 5) illustrates the 
approach. The main parameters to set are the window length and the shift length. The main 
advantages coming from the use of this method are less computational time required; the possibility 
of treating the problem in a dynamic way, by considering, as time passes, new information updates 
due to changes in the environment and to the interactions between entities with the surrounding 
environment. 
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Figure 5 Sliding Window from iteration 0 to iteration k with the time length w and the time shift s for each 

iteration. 

Suppose that we are given a total time interval, [𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 , 𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹], over which we want to optimize. Let 
us introduce some notations: 

• 𝑊𝑊: the time length of the sliding window; 

• 𝑆𝑆: the time shift of the sliding window at each iteration; 

• 𝑇𝑇𝑠𝑠(𝑘𝑘): the starting time of the 𝑘𝑘𝑡𝑡ℎ sliding window, 𝑇𝑇𝑠𝑠(𝑘𝑘) =  𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑘𝑘𝑘𝑘; 

• 𝑇𝑇𝑒𝑒(𝑘𝑘): the ending time of the 𝑘𝑘𝑡𝑡ℎ sliding window, 𝑇𝑇𝑒𝑒(𝑘𝑘) =  𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑘𝑘𝑆𝑆 + 𝑊𝑊. 

Figure 5 illustrates how the operating window slides along the time axis. The first sliding window 
begins at 𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 and, the optimization algorithm (to be defined later) is applied in the corresponding 
time interval [𝑇𝑇𝑠𝑠(0),𝑇𝑇𝑒𝑒(0)]. Next, the sliding window is shifted by time 𝑆𝑆, and the current optimizing 
interval becomes [𝑇𝑇𝑠𝑠(1),𝑇𝑇𝑒𝑒(1)]. Then, we repeat the process until we reach the 𝑘𝑘𝑡𝑡ℎ sliding window 
such that 𝑇𝑇𝑒𝑒(𝑘𝑘) =≤ 𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 𝑆𝑆. 

Some parameters are needed to describe the sliding-window approach for each flight 𝑓𝑓 ∈ ℱ:  

• 𝑡𝑡𝑠𝑠
𝑓𝑓: the initial starting time, i.e., 

𝑡𝑡𝑠𝑠
𝑓𝑓 = �

𝑇𝑇𝑓𝑓0 if 𝑓𝑓 ∈ 𝐴𝐴 ∪ 𝐴𝐴𝐴𝐴
𝑃𝑃𝑓𝑓0 if 𝑓𝑓 ∈ 𝐷𝐷            

 

• 𝑡𝑡𝑠𝑠
𝑓𝑓: the earliest starting time, i.e., 

𝑡𝑡𝑠𝑠
𝑓𝑓: = �

𝑡𝑡𝑠𝑠
𝑓𝑓 + ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 if 𝑓𝑓 ∈ 𝐴𝐴 ∪ 𝐴𝐴𝐴𝐴
𝑡𝑡𝑠𝑠
𝑓𝑓                   if 𝑓𝑓 ∈ 𝐷𝐷           

 

  

• 𝑡𝑡𝑠𝑠
𝑓𝑓: the latest starting time, i.e., 
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𝑡𝑡𝑠𝑠
𝑓𝑓: = �

𝑡𝑡𝑠𝑠
𝑓𝑓 + ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 if 𝑓𝑓 ∈ 𝐴𝐴 ∪ 𝐴𝐴𝐴𝐴

 𝑡𝑡𝑠𝑠
𝑓𝑓 + ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝑝𝑝  if 𝑓𝑓 ∈ 𝐷𝐷             
 

• 𝑡𝑡𝑒𝑒
𝑓𝑓: the initial ending time, i.e., 

o For 𝑓𝑓 ∈ 𝒜𝒜, it corresponds to the initial in-block time, which is computed with regard to 
the initial entry time, the STAR route, the initial entry speed, and the average taxi-in 
duration; 

o For 𝑓𝑓 ∈ 𝒜𝒜𝒜𝒜, it is the exit time of TMA, computed with regard to the initial entry time, the 
STAR route, the initial entry speed, the average taxi-in duration, the turnaround duration, 
the average taxi-out duration, the take-off time, and the SID route; 

o For 𝑓𝑓 ∈ 𝒟𝒟, it is also the exit time of TMA, computed regard to the earliest off-block time, 
the average taxi-out duration, the take-off time, and the SID route. 

• 𝑡𝑡𝑒𝑒
𝑓𝑓: the earliest ending time, i.e., 

o For 𝑓𝑓 ∈ 𝒜𝒜, it corresponds to the earliest in-block time, which is computed with regard to 
the earliest entry time in the TMA, the maximum entry speed, STAR route, and the 
average taxi-in duration; 

o For 𝑓𝑓 ∈ 𝒜𝒜𝒜𝒜, it is the earliest exit time of TMA, computed with regard to the STAR route, 
earliest entry time in the TMA, the maximum entry speed, the average taxi-in duration, 
the turnaround time, the earliest pushback time, the average taxi-out duration, the take-
off time, and the SID route; 

o For 𝑓𝑓 ∈ 𝒟𝒟, it is also the earliest exit time of TMA, computed regarding the earliest off-
block time, the average taxi-out duration, the take-off time, and the SID route. 

• 𝑡𝑡𝑒𝑒
𝑓𝑓: the latest ending time, i.e., 

o For 𝑓𝑓 ∈ 𝒜𝒜, it corresponds to the latest in-block time, which is computed with regard to 
the latest entry time in the TMA, the minimum entry speed, the STAR route, and the 
average taxi-in duration; 

o For 𝑓𝑓 ∈ 𝒜𝒜𝒜𝒜, it is the latest exit time of TMA, computed with regard to the STAR route, 
the latest entry time in the TMA, the minimum entry speed, the average taxi-in duration, 
the turnaround time, the latest pushback time, the average taxi-out duration, the take-off 
time, and the SID route; 

o For 𝑓𝑓 ∈ 𝒟𝒟, it is also the latest exit time of TMA, computed regarding the latest off-block 
time, the average taxi-out duration, the take-off time, and the SID route. 

Each aircraft is classified into four different statuses: completed, on-going, active, and planned, based 
on its operation time interval relative to the sliding window (see Figure 6). Completed means that the 
aircraft has already finished its operations before the start of the current sliding window. On-going 
means that a part of the flight trajectory is still in the sliding window but the decisions for this aircraft 
are already taken, therefore it may impact the assignment of the following aircraft. We can change 
the decision variables of active aircraft to optimize the operations. Planned flights will be considered 
in the next sliding windows. At each step, we consider the active and on-going aircraft in the sliding 
window interval to be optimized. Then, the optimization window recedes in the future by a fixed time 
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step. The status of aircraft is updated, a new set of flights waiting to be addressed are considered, and 
the optimization process is repeated. 

 
Figure 6 Sliding Window. The sliding window approach with the different flight status and the process of 

optimization-simulation. 

6. Description of the data the study relies on 
 

The data used was one day of operations from Paris Charles de Gaulle, the data was from 18 February 
2016, with a total of 726 flights. The different input data are listed below in the next tables. Table 3 
contains the information of the average taxi-out time duration according to the terminal and the 
runway. Table 4 contains the information of the average taxi-in time duration according to the 
terminal and the runway. Table 5 contains the information of the average service time according to 
the wake turbulence category and to the operations. Table 6 describes the number of gates according 
to the terminal. 

 
Table 3 Average Taxi-out Time Duration according to terminal and runway (seconds). 

Take-off Runway Terminal 1 (sec) Terminal 2 (sec) Terminal 3 (sec) 

27L 720 890 880 
26R 1400 760 710 

 

 
Table 4 Average Taxi-in Time Duration according to terminal and runway (seconds). 

Landing Runway Terminal 1 (sec) Terminal 2 (sec) Terminal 3 (sec) 

27R 400 730 680 
26L 535 500 530 
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Table 5 Average service time according to aircraft categories and to operations (minutes). 

Wake Turbulence Category (WtCat) Arrival Service Time 
(min) 

Departure Service Time 
(min) 

Light 20 30 
Medium 30 40 
Heavy 40 60 

 
Table 6 Number of gates according to terminal. 

Terminal Gates 

Terminal 1 20 
Terminal 2 125 
Terminal 3 46 

Total 191 
 

7. Computational experiments 
 

We have defined the mathematical model with the variables, constraints, and the associated objective 
function, we also defined the simulated annealing principles. This section describes the adaptation of 
SA to the problem of integrated air traffic optimization in airports and TMA and the application to our 
problem will be introduced. 

 

For each time window, the simulation process takes the decision proposed by the optimization 
algorithm and simulates the associated flights to produce the associated objective function (see Figure 
7). Each flight is simulated in the airspace by using the decisions proposed by the simulated annealing. 
The flight may encounter conflicts in the airspace or at runways with other aircraft; it may also be 
involved in some terminal or taxi congestion. It may also have default in Ground Handling service or 
be in conflict at the gate with some other aircraft. All those events are registered on the flight to 
establish the performance of its decision vector. Based on such performance computation, the flights 
with the lowest performances are statistically selected to undergo the neighbourhood operator of the 
simulated annealing to change the associated decisions. 

 
Figure 7 Objective-function evaluation based on a simulation process. 
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Figure 8 represents the different phases of the simulation optimization process for the turnaround. 
When the aircraft first approach to the TMA STAR for the arrival process. It is assigned an RTA, an 
arrival speed (in the TMA) and landing runway. Then, depending on the terminal and the wake 
turbulence category a gate is assigned to the aircraft with ground handling team for arrival process 
followed by the ground handling team for departure, a push back delay and finally the take-off runway. 

 
Figure 8 Simulation Optimization Process for each phase. It shows the decision taken on each phase of the 

turnaround. 

Figure 6 summarizes the overall optimization process. The parameters chosen for specifying the 
resolution algorithm are given in Table 7. The simulation process takes the decision proposed by the 
optimization algorithm and simulates the associated flights in order to produce the objective function 
and the vector of performances. The objective function and the performance indicators provided by 
the simulation process guide the optimization module to search for better solution. The time sliding 
window manager updates flight statuses and puts them into the two previous mentioned modules. 
The optimization and simulation processes are repeated. 
 
We apply the simulated annealing algorithm combined with time decomposition approach to resolve 
the integrated terminal airspace management problem and airport capacity management problem. 
 
The solution was implemented on a 2.3 GHz Dual-Core Intel Core i5, under Mac OS X operating system 
based on Java code. The maximum computation time for 30 min intervals is 4 minutes for CDG. 
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Table 7 User-defined parameter values specifying the optimization problem and parameter values of the 
simulated annealing algorithm. 

Parameters Value 

Discretization time step 𝜟𝜟𝜟𝜟 5 seconds 

Discretization speed step ∆𝒇𝒇𝒗𝒗 0.01 𝑉𝑉𝑓𝑓0 

Maximum delay of RTA at TMA ∆𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎 30 minutes 

Minimum delay of RTA at TMA ∆𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎 -5 minutes 

Maximum pushback delay ∆𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎
𝒑𝒑  15 minutes 

Minimum allow speed 𝑽𝑽𝒇𝒇𝒎𝒎𝒎𝒎𝒎𝒎 0.9 𝑉𝑉𝑓𝑓0 

Maximum allow speed 𝑽𝑽𝒇𝒇𝒎𝒎𝒎𝒎𝒎𝒎 1.1 𝑉𝑉𝑓𝑓0 

Conflicts weight coefficient 𝜸𝜸𝒂𝒂 1 

Overload weight coefficient 𝜸𝜸𝒔𝒔 1 

Delay weight coefficient 𝜸𝜸𝒅𝒅 0.001 

Geometrical temperature reduction coefficient 0.99 

Number of iterations at each temperature step 100 

Initial rate of accepting degrading solutions 0.15 

Final temperature 10-6 𝑇𝑇0 
Time length of the sliding window 2 hours 

Time shift of the sliding window 0.5 hours 

 

8. Results 
 

The data used was one day of operations from Paris Charles de Gaulle, the data was from 18 February 
2016, with a total of 726 flights, where 506 were Arrival-Departure, 114 Arrivals and 106 Departures. 
From which 1 was a Light aircraft, 558 Medium and 167 Heavy, so, the fleet mix ratio on this day is 
Light=0.14 %, Medium=76.86 % and Heavy=23 %. Regarding the usage of the Terminals and Gates 
(Table 4), it is important to highlight that Terminal 1 consists of a central circular terminal building and 
seven satellites with boarding gates, thus cannot handle many aircraft and keeps a stable low traffic 
over the day. Air France operates from Terminal 2, and Paris Charles de Gaulle (CDG) is the principal 
hub for Air France (hub airport is used by one airline to concentrate passenger traffic and flight 
operations at a given airport), so, Terminal 2 is the main terminal of CDG that serves most aircraft. 
Therefore, we observed much more traffic flows in Terminal 2 compared to the other two terminals. 
Terminal 3 mainly hosts charter and low-cost airlines, is mainly composed of hangars for night parking, 
therefore the departure flights leave the terminal early in the morning and the arrival flights come 
late at night, therefore the departure flights leave the terminal early in the morning and the arrival 
flights come late at night. So, the result from the optimization gave us that the Terminal 1 had a total 
of 105 flights, Terminal 2 had 522 and Terminal 3 had 99, during one day of operations. 



   

Engage PhD final reporting 21 

Tables 3 and 4 show that there are four parallel runways that two are used mostly for the departures 
(26R, 27L) and the other two for arrivals (26L, 27R). Table 8 shows the results of the usage of the 
number of aircrafts per runway. 

 
Table 8 Results for runways usage. 

Runway Runway in  Runway out 

27R 114 106 
26L 217 0 
26R 395 286 
27L 0 336 

 

Figure 9 and Figure 10 shows the initial sequency related to the runway’s saturation and the number of 
flights for each runway and we made the comparison with the optimization done. Figure 9 is related 
to the take-off runways (26R and 27L) and Figure 10 is related to the landing runways (27R and 26L).

 
Figure 9 Comparison between the initial take off runway sequency and the sequency after the optimization. 
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Figure 10 Comparison between the initial landing runway sequency and the sequency after the optimization. 

The next Figure 11 shows the number of flights depending on the terminals, as we said before the 
terminal 2 is the one with the highest demand, the highest number of flights is between 8 am and 
10 am, the terminal 1 and terminal 3 do not have a lot of flights per hour. 

 

Figure 11 Number of flights per hour including the taxi network occupancy. 
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9. Analysis of the results 
 

The evaluation of the performance of the different components of the optimization are shown in the 
next figures. The main key performance indicators for this study are the ones related to the evaluation 
of the runways (Figure 11), terminals (Figure 13), gates (Figure 14) and ground handling teams (Figure 
15).  

 
Figure 12 Evaluation runway conflicts for the operation day. 

 
Figure 13 Evaluation terminal conflicts for the operation day. 
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Figure 14 Evaluation Gates conflicts for the operation day. 

 
Figure 15 Evaluation Ground Handling Teams conflicts for the operation day. 

A focus on the part of the day which has with the highest number of conflicts (that is during the 
morning) is given. We extracted the part of the day with the major demand, it is from 6am to 12pm. 
The peak hour is between 6 am and 10 am with a total of 332 flights, where 177 were departures, 155 
were arrivals and 109 were arrival-departures. We have in total 67 Heavy, 265 Medium and 0 Light 
aircraft. 
 
The most relevant decisions that we need to focus on are the speed and delay (Figure 16) mainly 
because the delay is the general objective of our problem we want to reduce. We can easily see that 
the evaluation of the speed and the delay follow the same pattern and have the major conflicts in the 
same windows. 
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Figure 16 Evaluation Delay and Speed. The delay is the objective. 

Regarding to the number of ground handling teams the standard model considered 100 ground 
handling teams with a range of minimum 100 and maximum 150 teams, we stressed the system 
creating scenarios with different number of teams and we found that the minimum of ground handling 
teams required to this airport (CDG) in particular is 10 teams, but the operation has a lot of delays due 
to the lack of ground handling services and the number of conflicts increased a lot. The main key 
performance indicators the evaluation of the runways (Figure 11), terminals (Figure 13), gates (Figure 
14) ground handling teams (Figure 15) and the speed and delay (Figure 16) have the busiest and more 
number of conflicts during the morning. As an improvement to make the framework more realistic 
the ground handling teams need to be dynamic depending the number of aircraft and operations on 
the sliding windows. 

 

10. Conclusions and look ahead 
 

This tool is a Decision Support System that is useful for the APOC on the tactical phase to manage the 
arrival, surface, and departure problems at the macroscopic level, to solve different conflicts related 
to the terminal airspace in the day of operations, minimize the delays, to reduce airside capacity 
overload and optimize the different decision variables of each module (runway, speed, gates, and 
ground handling teams). A good remark is that using the approach that combines optimization and 
simulation it is possible to obtain efficient solutions that are feasible and robust. The work that is still 
in progress and will be included in the thesis are the ones that includes the passengers with the 
terminal security screening. 

 

As part of future work, we would like to improve the model and make it more realistic we would like 
to optimize the connecting flights and passengers. Also, some simulation scenarios to stress the 
system. As the framework built is quite general this can easily apply to different days and moreover, 
to different airports. 
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Annex I: Acronyms 
 

Term Definition 

A-CDM Airport Collaborative Decision Making 

AMAN Arrival Management 

AOP Airport Operation Plan 

APOC Airport Operation Centre 

ATCO  Air Traffic Control Officer 

ATM Air Traffic Management 

CDG Charles de Gaulle Airport 

CTOT Computed Take-Off Time 

DCB Demand Capacity Balancing 

DMAN Departure Management 

DSS Decision Support System 

GH Ground Handling 

KPI Key Performance Indicator 

MET Meteorological Services 

NOP Network Operation Plan 

RCPSP Resource-Constrained Project Scheduling Problem 

RTA Required Time of Arrival 

SA Simulated Annealing 

SESAR Single European Sky’s ATM Research 

SID Standard Instrument Departure 

SMAN Surface Management 

STAR Standard Terminal Arrival Routes 

TAM Total Airport Management 

TMA Terminal Manoeuvring Area 

TOBT Target Off-Block Time 

TTOT Target Take-Off-Time 
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