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Publishable Summary 

It was demonstrated over 25 years ago that humans might be more likely to find fault in automation 
than in their own performance, even when “automation“ is in fact an unrecognisable replay of their 
own previous performance [1]. More recently, EUROCONTROL’s own CORA project struggled with 
how to present controllers strategic decision aiding advice [2]. The question centred on whether 
controllers would accept optimised or algorithmic solutions, which might not fit with their own preferred 
strategies. A more recent survey of conflict detection and resolution (CD&R) modelling methods noted 
a mismatch between such automation and controllers’ preferred working methods [3].  

The MUFASA project started from the assumption that the inevitable trend toward automation in ATM 
will involve greater use of strategic decision aiding-- that is, automation that will assume control of 
more strategic and cognitive functions, functions that used to be exclusively the domain of the air 
traffic controller. If this is so, controller acceptance of automation would likely be even more critical in 
the future. Automation would not only have to perform “correctly,” but also perform in a way that 
conforms to the controller’s own preferred strategies. The MUFASA project introduced the concept of 
strategic conformance, which we defined as follows: 

The degree to which automation’s behaviour and apparent underlying operations 
match those of the human. 

Starting from this view, MUFASA laid out an initial predictive framework for automation usage and 
acceptance, and set out to explore how these would be impacted by the possibly interactive effects of 
three factors: traffic complexity, level of automation, and strategic conformance.  Specifically, M1 
posed the following research question: Would controllers be more likely to accept automated CD&R 
advisories that matched their own previous solutions? Secondarily, would such strategic conformance 
demonstrate other performance effects, in terms of workload, response time, and / or agreement? 

Methods, M1 

M1 conducted a series of three real time simulations, of increasingly higher fidelity. The first two 
(SIMBA and PUMBA) were used to develop a simulated automation capability and interface, confirm 
heterogeneity of controller responses and solution strategies, and to refine experimental procedures 
(e.g. display and timing issues).  This effort culminated in a large-scale real time simulation (dubbed 
NALA), in which three factors were varied within subject: level of automation (LOA, defined as 
Management-by-Consent, and Management-by-Exception 1 ); Complexity (Low versus High) and 
Conformance of provided advisories (Conformal versus Non-conformal), Dependent measures 
included acceptance (the binary choice of whether to accept or reject a given advisory), response time 
(to advisory), difficulty rating, agreement rating (notice that this can differ from acceptance), and 
various survey responses.  Details of the specific methods, including participants, equipment, traffic 
test scenarios, experimental design, and procedures, can be found in [4]. 

Results and Conclusions, M1 
Conformal advisories were accepted more often, rated higher, and responded to faster than were non-
conformal advisories (see Table 1). Similarly, under high (as opposed to low) complexity traffic, 
advisories were accepted more often, rated higher, and responded to faster. 

These effects, in particular those associated with Conformance, were consistent with our original 
research hypothesis: that strategic conformance can benefit acceptance and performance with 
strategic advisory automation. In the end, though, one M1 result stood out in particular: of 256 
conformal solutions (i.e. replays of controllers’ very own previous performance), 61 (or 23.8%) were 
rejected by controllers. How could it have been that controllers would disagree with themselves nearly 
one quarter of the time? Could it have been that controllers were demonstrating “dispositional bias” 
against automation—that is, that they were simply disinclined to use automation? Or could it have 
been that, as some have speculated, controllers are simply inconsistent over time in the solutions and 
strategies they might use?  

Conformance  Acceptance
 Agreement
 Response time

---  Difficulty*

1 For theoretical and practical reasons, LOA factor levels were ultimately collapsed for analysis. 





Project Number E.02.08 Edition 01.00.00 
D14/m005-Final Project Report 

Page 6 of 23 

Figure 1.  Experimental design matrix (M2). 

Results, M2 

The following touches only on selected highlights of the M2 analysis and results. Fuller coverage can 
be found in [7]. 

Conformance and acceptance: The M1 conformal acceptance effect was replicated in M2, albeit 
smaller overall and differentially by sample:  overall, acceptance rate was 95% (19 of 20) for ATCOs, 
and 72.2% (26 of 36) for trainees. Acceptance rate in the trainee sample was indeed higher for 
conformal than non-conformal advisories (77.8% vs 66.7%), but the difference was much smaller in 
M2 than in M1. For ATCOs (n=5), acceptance was nearly complete (again, 95%), so there was no 
conformance effect.  

Source and acceptance: The Source analysis was complicated by a ceiling effect on acceptance (19 
of 20 advisories were accepted overall). However, Visual Analogue Scale (VAS) responses indicated 
that (and even though solutions were identical between the Source conditions), participants felt that 
“human-based” solutions were safer, less risky, and similar to the way they themselves would have 
solved a given conflict. 

Consistency: Overall, four different consistency patterns were identified, all of which can be explained 
in a dichotomous choice of doing either action A or the opposite action B. Participants varied 
considerably in how consistently they solved the designed conflict. Four different groups of 
consistency patterns were identified based on: Solution parameters hierarchy analysis; Number of 
required interactions; Solution geometry; and control problem analysis. ATCOs were more 
homogenous than trainees. For all ATCOs, the common consistency pattern was that described as a 
control problem solution whereby the controlled aircraft was vectored either behind or in front of the 
intruder aircraft. All except one participant consistently vectored the controlled aircraft behind the 
intruder aircraft. The other participant consistently did the opposite: this participant vectored the 
controlled aircraft in front of the intruder aircraft. Finally, participants’ self-rated consistency correlated 
moderately well with their calculated consistency. 

Discussion and Conclusions 

The MUFASA project originally put forth a conceptual model of controller acceptance, built around the 
notion of strategic conformance (SC).  Over the course of the project, the team refined its view of the 
SC construct, and the role that it can play in fostering operator acceptance of advanced automation 
systems, particularly at the initial stages of implementation.  

In situations, like ATM, that can lack “gold standard” criteria for optimal solution (minimisation of total 

flight path trajectory length is not always the “best” solution), the human can be the best judge. 

Moreover, there is a critical potential paradox: given that automation is becoming increasingly capable 

of assuming strategic decision making control, offered as advisories, automation is becoming more of 

an advisor and colleague. However, as with a human colleague, advice can be ignored or misused. 

The potential paradox lies in the implementation and familiarisation phase, when trust must develop. A 

controller might not develop trust until he / she has adequate experience using the machine; But he / 

she might not use the machine under it is trusted. Although the concept of SC says nothing about the 

quality of decisions (indeed, some rightly argue that it will sometimes just reproduce human errors), it 

suggests that benefits can accrue in terms of acceptance and trust. 

Figure 2 shows a hypothetical relationship that illustrates the research team’s evolved thinking on the 

potential benefit of the SC concept in automation development. At the initial roll-out of advanced 

decision-aiding automation, SC remains high for some period of time. As trust, usage and acceptance 

develop, automation can adaptively reduce SC (as appropriate), so as to increase the gap between the 

operator’s baseline and current strategies. In this way, automation can begin to function not merely as 

an advisor but as a higher level trainer, ideally optimising solutions (which might differ from the 

human’s previous ones) while maintaining acceptance. A much fuller discussion of this concept, and 

relevant support literature, can be found in [6]. 
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Figure 2.  Hypothetical role of SC in training for automation. 
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2 MUFASA 1 (M1) 

2.1 Background, M1 

It was demonstrated over 25 years ago that humans might be more likely to find fault in automation 
than in their own performance, even when “automation“ is in fact an unrecognisable replay of their 
own previous performance [1]. More recently, EUROCONTROL’s own CORA project struggled with 
how to present controllers strategic decision aiding advice [2]. The question centred on whether 
controllers would accept optimised or algorithmic solutions, which might not fit with their own preferred 
strategies. A more recent survey of conflict detection and resolution (CD&R) modelling methods noted 
a mismatch between such automation and controllers’ preferred working methods [3].  

The MUFASA project started from the assumption that the inevitable trend toward automation in ATM 
will involve greater use of strategic decision aiding-- that is, automation that will assume control of 
more strategic and cognitive functions, functions that used to be exclusively the domain of the air 
traffic controller. If this is so, controller acceptance of automation would likely be even more critical in 
the future. Automation would not only have to perform “correctly,” but also perform in a way that 
conforms to the controller’s own preferred strategies. The MUFASA project introduced the concept of 
strategic conformance, which we defined as follows: 

The degree to which automation’s behaviour and apparent underlying operations 
match those of the human. 

Starting from this view, MUFASA laid out an initial predictive framework for automation usage and 
acceptance, and set out to explore how these would be impacted by the possibly interactive effects of 
three factors: traffic complexity, level of automation, and strategic conformance.  Specifically, M1 
posed the following research question: Would controllers be more likely to accept automated CD&R 
advisories that matched their own previous solutions? Secondarily, would such strategic conformance 
demonstrate other performance effects, in terms of workload, response time, and / or agreement? 

2.2 Methods, M1 

M1 conducted a series of three real time simulations, of increasingly higher fidelity. The first two 
(SIMBA and PUMBA) were used to develop a simulated automation capability and interface, confirm 
heterogeneity of controller responses and solution strategies, and to refine experimental procedures 
(e.g. display and timing issues).  This effort culminated in a large-scale real time simulation (dubbed 
NALA), in which three factors were varied within subject: level of automation (LOA, defined as 
Management-by-Consent, and Management-by-Exception 2 ); Complexity (Low versus High) and 
Conformance of provided advisories (Conformal versus Non-conformal), Dependent measures 
included acceptance (the binary choice of whether to accept or reject a given advisory), response time 
(to advisory), difficulty rating, agreement rating (notice that this can differ from acceptance), and 
various survey responses.  Details of the specific methods, including participants, equipment, traffic 
test scenarios, experimental design, and procedures, can be found in [4]. 

2.3 Results, M1 

The following is a brief summary of the M1 results. For details, and additional results, see [4]. 

2.3.1 Acceptance 

Acceptance was defined as a controller’s binary acceptance or rejection of a given resolution under 
automated conditions. Overall, controllers accepted 340 of 512, or 66%, of all advisories. Figure 1 
shows the interaction between complexity and conformance on acceptance rate (defined as the 
number of acceptances as a percentage of total advisories).  

2 For theoretical and practical reasons, LOA factor levels were ultimately collapsed for analysis. 
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2.3.3 Response time to advisories 

Response time was defined as elapsed time from onset of a given advisory to the controller’s 
acceptance or rejection of that advisory. Response time ranged from approximately 0.6 sec to 14.6 
sec (note that the system timed out at 15 sec). Response time showed a significant main effect of 
conformance, but not of complexity. Overall, response time was significantly higher for non-conformal 
advisories (5.9 sec vs 4.9 sec)—that is, controllers responded faster to conformal advisories. 
Response time was also lower high complexity conditions (5.7 sec vs 5.1 sec)—that is, controllers 
responded faster under complex traffic (though this difference was not statistically significant). 

Figure 3.  Response time (sec), by Complexity and Conformance (M1). 

2.3.4  Difficulty ratings 

Conformal Non-
Conformal 

row avg 

Complexity – H .19  .19 + .19

Complexity – L -.19  -.19 - .19

column avg  0 0 

Table 1  Average difficulty rating (z), by Complexity and Conformance (M1). 

Difficulty ratings were obtained after each session, on a scale of 0-100. Notice that these ratings 
referred to the entire scenario, not just the advisory. Because of individual differences, difficulty ratings 
were standardised as z scores within subject. As shown in table 1, difficulty ratings varied by 
complexity, but not by conformance. 

2.4 Conclusions and Recommendations, M1 
Conformal advisories were accepted more often, rated higher, and responded to faster than were non-
conformal advisories (see Table 2). Similarly, under high (as opposed to low) complexity traffic, 
advisories were accepted more often, rated higher, and responded to faster. 
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Conformance  Acceptance
 Agreement
 Response time

---  Difficulty*

*differed by acceptance status

Complexity  Acceptance
 Agreement
 Response time
 Difficulty

Table 2  Main effects, for Conformance and Complexity (M1). 

These effects, in particular those associated with Conformance, were consistent with our original 
research hypothesis: that strategic conformance can benefit acceptance and performance with 
strategic advisory automation. In the end, though, one M1 result stood out in particular: of 256 
conformal solutions (i.e. replays of controllers’ very own previous performance), 61 (or 23.8%) were 
rejected by controllers. How could it have been that controllers would disagree with themselves nearly 
one quarter of the time? Could it have been that controllers were demonstrating “dispositional bias” 
against automation—that is, that they were simply disinclined to use automation? Or could it have 
been that, as some have speculated, controllers are simply inconsistent over time in the solutions and 
strategies they might use?  

This final result led us to pose questions for further research, which ultimately led to the simulations of 
M2. First, why did controllers reject a fair number of conformal advisories? Was it that controllers are, 
as some have speculated, simply inconsistent over time? Further, was the rejection of advisories that 
we saw a reflection of controllers rejecting (what they believed to be) automation, or was it a rejection 
of advisories per se? Would controllers be similarly biased (i.e., inclined to reject a fair number of 
conformal advisories) if they had believed these had come not from automation, but from a trusted 
colleague?  These research questions were addressed in M2, as outlined in section 3. 

The M1 revised framework report [5] laid out a number of recommendations that arose from the M1 
project. Some of the main ones include 

 Acceptance of, and agreement with, automation can be very different, depending on (for
instance) how driven one feels by the automation. Automation development should consider
the potential for the two to dissociate;

 Controller strategies do differ. There was some question going in that we would not be able to
establish heterogeneity of controller responses (notice that the theoretical importance of
strategic conformance rests on the assumption that controllers can differ in their preferred
strategies. Again, this heterogeneity should be kept in mind by system developers [7]; and

 Strategic conformance is probably best considered early in the training / implementation cycle,
when trust in automation is first being developed.
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3.3.1 Conformance and acceptance 

The M1 conformal acceptance effect was replicated in M2, albeit smaller overall and differentially by 
sample:  overall, acceptance rate was 95% (19 of 20) for ATCOs, and 72.2% (26 of 36) for trainees. 
Acceptance rate in the trainee sample was indeed higher for conformal than non-conformal advisories 
(77.8% vs 66.7%), but the difference was much smaller in M2 than in M1. For ATCOs (n=5), 
acceptance was nearly complete (again, 95%), so there was no conformance effect.  

3.3.2 Source and acceptance 

The Source analysis was complicated by a ceiling effect on acceptance (19 of 20 advisories were 
accepted overall). However, Visual Analogue Scale (VAS) responses indicated that (and even though 
solutions were identical between the Source conditions), participants felt that “human-based” solutions 
were safer, less risky, and similar to the way they themselves would have solved a given conflict. 

Figure 5.  Average VAS response, Source effect (M2). 

3.3.3 Consistency 

Overall, four different consistency patterns were identified, all of which can be explained in a 
dichotomous choice of doing either action A or the opposite action B. Participants varied considerably 
in how consistently they solved the designed conflict. Four different groups of consistency patterns 
were identified, based on: Solution parameters hierarchy analysis; Number of required interactions; 
Solution geometry; and control problem analysis. ATCOs were more homogenous than trainees. For 
all ATCOs, the common consistency pattern was that described as a control problem solution whereby 
the controlled aircraft was vectored either behind or in front of the intruder aircraft. All except one 
participant consistently vectored the controlled aircraft behind the intruder aircraft. The other 
participant consistently did the opposite: this participant vectored the controlled aircraft in front of the 
intruder aircraft. Finally, participants’ self-rated consistency correlated moderately well with their 
calculated consistency.  
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4 Toward a refined conceptual view of Strategic 
Conformance 

The MUFASA project originally put forth a conceptual model of controller acceptance, built around the 
notion of strategic conformance (SC).  Over the course of the project, the team has refined its view of 
the SC construct, and the role that it can play in fostering operator acceptance of advanced 
automation systems, particularly at the initial stages of implementation. This current section draws 
upon the article recently accepted for publication in IEEE Transactions on Human-Machine Systems 
[7]. Since this article captures the simulation results and conceptual evolution over the entire MUFASA 
project, it represents a collection of lessons learnt from the project. 

Technology resistance is a real concern across various fields. In domains such as healthcare and 
ATC, resistance by eventual users has meant that advanced automation (such as robotic surgery in 
the former case, or strategic advisory tools in the latter) has sometimes gone un-, under- or misused. 
One potential source of this resistance can be an incompatibility between the heuristic and 
deterministic (optimised) processes that often underlie human vs automated processes. ATM 
initiatives such as AERA, ARC2000 and PHARE have all faced this potential issue. 

Alternative approaches have been taken to designing automation in such as way that it better 

embraces the psychological and behavioural variables that can colour human decision  making.  One 

possibility is to model algorithms after human control strategies, so as to make automation act in a 

manner consistent with human decision-making strategies, thereby enhancing compatibility. 

Human-machine compatibility can be seen within a hierarchy of compatibility levels [7]. Figure 6 shows 

how we conceptualise these levels, in comparison to respective cognitive engineering constructs. At 

the lowest level is response compatibility, the mapping between response and control device (such as 

an up/down lever for gear retraction/extension). At the other extreme is decision making compatibility, 

a relatively recent consideration as automation has evolved.  If the machine arrives at the same 

solution as the human, the human is likely to infer the same underlying rationale at work. This offers 

the potential workload, response time and acceptance benefits. 

Figure 6.  Levels of human-machine compatibility [after [6]). 

Notice that SC can be framed in terms of either underlying strategy (i.e., process), and the outcome or 

solution (product).  A conformal solution does not guarantee a conformal process (chess master and 

computer might arrive at the same solution, though the former generated a solution based on quick 

recognition of the board layout, whereas the computer might have performed an exhaustive lookup of 

all possible moves and counter-moves). Although we cannot infer process from product, in fact we all 

do this daily when interacting with others. We make inferences about underlying strategies and 

motivations based on repeated exposure to observable behaviours. This forms the basis for trust. 

Research suggests a similar process is involved when we interact with automation. 

In situations, like ATM, that can lack “gold standard” criteria for optimal solution (minimisation of total 

flight path trajectory length is not always the “best” solution), the human can be the best judge. 
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Moreover, there is a critical potential paradox: given that automation is becoming increasingly capable 

of assuming strategic decision making control, offered as advisories, automation is becoming more of 

an advisor and colleague. However, as with a human colleague, advice can be ignored or misused. 

The potential paradox lies in the implementation and familiarisation phase, when trust must develop. A 

controller might not develop trust until he / she has adequate experience using the machine; But he / 

she might not use the machine under it is trusted. Although the concept of SC says nothing about the 

quality of decisions (indeed, some rightly argue that it will sometimes just reproduce human errors), it 

suggests that benefits can accrue in terms of acceptance and trust. 

Figure 7 shows a hypothetical relationship that illustrates our thinking on the potential benefit of the SC 

concept in automation development. At the initial roll-out of advanced decision-aiding automation, SC 

remains high for some period of time. As trust, usage and acceptance develop, automation can 

adaptively reduce SC (as appropriate), so as to increase the gap between the operator’s baseline and 

current strategies. In this way, automation can begin to function not merely as an advisor but as a 

higher level trainer, ideally optimising solutions (which might differ from the human’s previous ones) 

while maintaining acceptance. A much fuller discussion of this concept, and relevant support literature, 

can be found in [7]. 

Figure 7.  Hypothetical role of SC in training for automation. 
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6 Dissemination Activities 

Following is a list of the publications and presentations to date, that have arisen from the MUFASA 
project, including both M1 and M2 phases. 

2011 

 SID 2011-- C. Westin, B. Hilburn, and C. Borst. Mismatches between automation and human
strategies: An investigation into future air traffic management (ATM) decision aiding.
Presented at the 1st SID. Toulouse, France.

2012 

 SID 2012--  C. Borst, C. Westin, and B. Hilburn. An investigation into conflict detection and
resolution strategies in air traffic management. Presented at the 2nd SID. Braunschweig,
Germany.

2013 

 SID 2013--  C. Westin, B. Hilburn, and C. Borst. The effect of strategic conformance on
acceptance of automated advice: Concluding the MUFASA project.  Presented at the 3rd SID.
Stockholm, Sweden.

 ISAP 2013-- C. Westin, C. Borst, and B. Hilburn.  Mismatches between automation and
human strategies: An investigation into future air traffic management decision aiding.
Presented at the 17th International Symposium on Aviation Psychology (ISAP), Dayton, Ohio,
USA.

2014 

 Air Traffic Control Quarterly-- B. Hilburn, C. Westin, and C. Borst, Will controllers accept a
machine that thinks like they think? The role of strategic conformance in decision aiding
automation. vol. 22, no. 2, pp. 115–136.

 ICRAT--  B. Hilburn, C. Westin, and C. Borst. Strategic conformance: An important concept in

future automation design? Presented at the 6th International Conference on Research in Air
Transportation (ICRAT), Istanbul, Turkey.

 SESAR magazine— article in issue 12, October, 2014.

2015 

 IEEE Transactions on Human-Machine Systems--C. Westin, C. Borst, and B. Hilburn.

Strategic conformance: Overcoming acceptance issues of decision aiding automation. In
press.

 CEAS-- C. Westin, B. Hilburn, and C. Borst,  Air traffic controller decision-making consistency
and consensus in conflict solution performance, Presented at the 5th Challenges in European
Aerospace (CEAS), Delft, The Netherlands.

 LFV magazine— article in summer issue, 2015.

 TUD magazine—article in winter issue, 2015.
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