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Abstract—Airspace congestion is a major challenge for future
European ATM. When air traffic control (ATC) believes that a
sector will exceed its maximal capacity, a regulation is applied
to it, which limits the number of aircraft entering the sector.
These actions have a large cost, as they affect all the flights
that cross the sector. Moreover, they are based on the partial
data available to the controller and do not take into account the
network situation.

First, we propose a probabilistic framework for modeling air
traffic occupancy count and sector congestion. This allows us to
provide ATC with more precise information on the probability
of sector overload. Second, based on this framework, we define
metrics for individual flights that measure their impact on the
congestion of the whole network. These metrics are intended to
be used in demand and capacity balancing tools, allowing for
optimized choices for the whole network.

We present numerical experiments for one day of European
data, which included 33,219 flights in 1,991 elementary sectors.
The simulations advocate our metrics and show how actions
taken on selected flights have a positive impact on the network
congestion.

Index Terms—European network optimization; sector con-
gestion; probabilistic occupancy count; demand and capacity
balancing; flight metric; congestion index; buffer index.

I. INTRODUCTION

The European air traffic network consists of more than
30,000 flights scheduled daily, a figure that is expected to
double in the next 5 to 10 years. To guarantee seamless and
safe operations, avoid large delays, and not to resort to last
minute modifications, important improvements and new tools
will have to be conceived and introduced.

A characteristic feature of the European air traffic network
is that congestion can happen both at the airport level and
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at the sector level. In fact, in many cases the sector is the
limiting factor for capacity of the European traffic network
(see [1]). Sectors are managed by air traffic controllers. These
controllers declare in advance a maximal number of flights
that can be in the sector at the same time, in order for them to
manage it safely. When this threshold is reached, a regulation
is applied on the sector. The aim of the regulation is to
limit the entry rate of flights in the sector. Typically, this
is obtained by delaying flights that are still on the ground
(ground-holding) [2]. The algorithm that currently computes
the delays to impose on flights is CASA (see [3]). The delays
imposed to the flights when a sector is regulated are currently
based on fairness rules between the airlines.

Regulating a sector has a large cost. Moreover, this solution
is local and does not take into account the situation in the
other sectors. It does not evaluate the efficiency of the delays
applied, and does not optimize it at the network level (see [3]
for a detailed analysis).

An additional complication in deciding when and how to
regulate sectors and flights is the inherent probabilistic and
stochastic nature of flight trajectories. Each flight has different
probabilities to follow different routes, and each of them can
be different than planned due to pilot and controller actions or
stochastic events, such as weather condition. That is to say that
the flight occupancy count at the sector level is a stochastic
variable and not a deterministic one, and the problem to decide
when and how to regulate is a stochastic decision problem.

Currently, however, the information available for the con-
trollers to take decision on is the foreseen occupancy count
computed on nominal trajectories based on flight plans, added
with some experience-based confidence intervals. This does
not take into account the real stochastic nature of the flight
trajectories. It also gives no rigorous estimation of the proba-
bility that the capacity upper limit will be reached. Therefore,
(traffic) flow managers often start regulations because the
nominal prediction is high, while in fact the probability that
the upper limit for the sector is reached is very low. This



creates unnecessary delays and yields a premature saturation
of the European air traffic network.

In this paper, we propose a probabilistic framework for
modeling air traffic occupancy counts and congestion. Based
on this framework, we obtain two types of quantitative indi-
cators. The first ones are the probabilistic occupancy count
distribution for the sectors and the probability of exceeding
the upper limit fixed by the flow managers (i.e., the overload
probability). The second ones are “criticality” measures on
flights, indicating how much these flights contribute to the
overall congestion of the network. These second indicators
are intended to help flow managers in selecting flights to take
actions on. The underlying idea is to avoid costly regulations
in the most effective ways by doing as few actions as possible.

Our probabilistic framework is divided in multiple steps.
First, we compute the distribution of the probabilistic occu-
pancy count of the sectors. More precisely, for any number of
flights NV and any time ¢, we compute the probability that there
are exactly NV flights in the sector at that time. We describe the
underlying mathematical model and algorithm in Section IV.
We note that the algorithm is a generalization of previous
efforts [4], [5], and considers different scenarios for each
trajectory, as in state-of-the-art robust control techniques [6].
Quite importantly for fast calculations, the algorithm has a
computational time-complexity which is bounded by a poly-
nomial function of the number of flights, and even more, it
allows for an approximate computation in linear time.

Once the probabilistic occupancy counts for the sectors are
known, the second step is to exploit this data in order to take
actions to avoid overload. For this purpose, we identify the
critical flights, that might need to be rerouted in order to lower
the probabilistic occupancy count of sectors which have a high
probability of overload. In order to do so, our proposed metrics
quantify, for each flight, its contribution to the probability of
overload of sectors. In that way, taking actions on a flight with
high values for the selected metrics will have a high impact on
the network. This can be further developed as a tool to help
flow managers to take more effective decisions. We present our
metrics in Section V. The metrics are based on the concept of
volume/capacity criticality and are suitable re-interpretations
and generalization of the ones presented in [7], [8]. We notice
that our metrics are global and not local, since we consider
the effect of flights on network congestion as a whole.

In Section VI, we present some numerical results obtained
by using both the Demand Data Repository 2 (DDR2) [9]
as well as a full-day record of EUROCONTROL Network
Manager flight data messages. We discuss the different pro-
grams built to run the probabilistic model and to find critical
flights; doing so, we detail computational time and display
some interesting results for a randomly picked day. Finally,
we empirically demonstrate the effectiveness of the proposed
criticality metrics in selecting flights to act upon.

In a nutshell, our work should be seen as a first step
toward a probability-based ATM, which incorporates criticality
measures. In addition, by the use of these measures, one
could design smart optimized policies to reduce congestion
and ultimately ensure even more reliable operations.

The research performed here has been carried in one of
the SESAR 2020 exploratory research projects (COPTRA).
COPTRA’s aim is to research how explicit use of probabilistic
information can support better decisions in ATM.

II. RELATED WORK

The probabilistic description of occupancy counts in air
traffic management has been investigated (albeit in a partial
form) in a number of works. The work of [4] presents
the basic mathematical tools to compute probabilistic counts
starting from single nominal trajectories and their uncertainty.
A similar approach is described in [5], for the European sky.
Heuristic methods to reduce the computational complexity of
the aforementioned works are presented in [10], for probabilis-
tic counts at the airport level. Approximate, i.e., Monte-Carlo-
based, methods are advocated in [11], where more complicated
uncertainty models are considered.

In this paper, we generalize the methods of [4], [5] to a
more complete probabilistic model, also considering different
scenarios for each trajectory.

In a network, it is often important to characterize critical
components. There are several notions of criticality. The one
that we will be looking at in this paper is criticality associated
with how much a certain network is utilized with respect to its
maximum utilization potential. The reason for this choice is
that this type of criticality better characterizes the congestion
(that is more demand than capacity) in networks. This type
of criticality is often referred to as demand/capacity or vol-
ume/capacity criticality (V/C for short). For a comprehensive
review, the reader is referred to the work of [12]. Being
interested in V/C criticality, we report a series of works in
this area. In [7], the authors formulate a V/C framework for
computing the criticality of a given network, which they define
as the probability of a network to accommodate a certain
demand given the capacity upper limit and quality of service
level. That is the criticality is linked to the probability that
V > C. A stochastic version of their measure is presented,
along with an accurate sensitivity analysis. The efficiency of
a network in terms of V/C measures, as well as its connection
with criticality, is also explored in the works of [8], [13]. Here
the authors measure efficiency as the demand of a certain link
divided by the capacity upper limit, thus their criticality is
linked with the ratio V/C.

In this paper, we generalize the methods of [7], [8] to our
probabilistic model, where the volume (i.e., the number of
flights in a given sector at a given time) is computed based
on historical data and trajectory prediction models.

III. NOTATION

Notation is rather standard, yet included here for reference,
in order of appearance in the text.

F  Set of all flights
f Generic flight



Ry Set of probable trajectories for flight f

Tfj Probable trajectory j of flight f

Wy, Probability for 7y ;

Ty Nominal trajectory for 7y ;

Of Standard deviation for 7 ;

Pri Multi-dimensional pdf generating 7 ;

S Set of all elementary sectors

S Generic elementary sector

S Number of elementary sectors

T Set of all time instances

t Generic time instance

T Number of time instances

pfs,  Probability of flight f to be in sector s at time ¢

Te,f,s,i Entry time of sector s for flight f

Ti,f,s,; Leaving time of sector s for flight f

Q Generic one-dimensional pdf

Pr[]  Probability operator

Ot Probabilistic occupancy count pdf
Probability of having ¢ flights in the sector

9G35 among the j first flights

E[] Expected value operator

Var[-]  Variance operator

o(") Big-O notation

Cst Capacity upper bound for sector s at time ¢

Wt Overload probability for sector s at time ¢

Ost Overload buffer ratio for sector s at time ¢

TCI;  Total congestion index for flight f

ACIy  Average congestion index for flight f

MCI; Max congestion index for flight f

TBI;  Total buffer index for flight f

ABI;  Average buffer index for flight f

MBI;  Max buffer index for flight f

(0 Total overload probability

IV. PROBABILISTIC OCCUPANCY COUNT

Nowadays, air traffic controllers base their decision on the
nominal expected occupancy count, which is often computed
by using the flight plans, added with a heuristic, experienced-
based, confidence bound. In this section, we show how to build
rigorous probabilistic occupancy counts based on historical
data and uncertainty at the individual trajectory level. For a
given time and sector, the first step is to obtain the probability
that a flight is in that sector. The second step is to compute
the distribution of the probabilistic occupancy count from
these individual probabilities. To do so, we aggregate these
probabilities with a dynamic programming technique.

Fig. 1: The full probabilistic setting: a flight f between departure and
destination is characterized by a number of probable trajectories, here
r1, T2, and r3, each of them associated with their probability to be
“chosen”, as well as their uncertainty (not shown here). Different
probable trajectories can cross different sectors, e.g., 71 crosses
sectors 1, 2,6, 5.

A. Probability to be in a sector

We describe here how we compute the probability that a
flight is in a sector at a given time from the distribution of its
probable trajectories.

First of all, we formalize the problem mathematically. We
are given a set of flights F, scheduled to fly over Europe at a
given day. Each flight will be denoted as f € F.

For each flight f, we are provided with a set of probable
trajectories and their uncertainty description both in space and
time. This is what we call a full probabilistic description and
it is represented in Figure 1. As we see, for flight f, we are
given the set Ry = {ry1,...,7rs,} of probable trajectories
(or scenarios). Each of the trajectories r¢; € Ry is associated
with the probability wy ; that the flight will fly it. The reason
for this model is that, from historical data, we see that each
flight has a number of possible ways to reach its destination,
one of which — not necessarily the most probable — is the
flight plan, others may be generated by a systematic “DIRECT”
command at some point during the trajectory, or by possible
adverse weather conditions. Each probable trajectory 7y ; is
known with a certain degree of uncertainty (see next for its
mathematical model). Associated with r¢;, we are given (or
we can compute), its nominal trajectory 7y ; and its standard
deviation o ; both in space and time. With this model, we
can capture both uncertainty in the position of the aircraft and
in time delays. Take-off delays are incorporated in the time
uncertainty of each probable trajectory.

In practice, we model each r;;, at each time ¢, as a
three-dimensional probability density function (pdf), that is
a function that yields the probability that the flight is any
point in space ¥ at time ¢. We denote such a function as
Pri(@t) : R® x Ry — [0,1]. With the pdf Py ;(F;t), we
can compute the mean position of flight f at time ¢, which
defines the nominal trajectory, and its standard deviation. The
mean position of flight f at time ¢ is

af«':/ TPyi(F;t)dV, (1)
R3

where dV indicates the elementary volume.
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Fig. 2: Map of elementary sectors over Europe

We further denote the set of all elementary sectors over
Europe (cf. Figure 2) as S, while each sector is denoted as s €
S. The total number of elementary sectors is indicated with S.
Time, between 00hOO and 23h59, is discretized and sampled
at constant time step. Time ¢ indicates a generic sampling
instance, while 7 is the set of all sampling instances, whose
cardinality is 7.

We denote as pyr s, € [0,1], the probability that flight f is
in sector s at time ¢. The probability ps ;. can be computed
as the integral

Pfsit = /wa,ipf,i(f; t)dv, (2)
S =1

which is nothing less that the sum of all the probabilities of
the flight f being in the sector s, at time ¢. Computing the
integral in (2) can be a daunting task, especially for all f € F,
all s € S, and all ¢t € T. In this paper, we do an important
computational simplification.

Assumption 1: For each probable trajectory ¢ ; € Ry, the
only significant uncertainty is the time-delay.

Assumption 1 is reasonable, given that time-delay is often
the most important uncertainty in flight planning. This as-
sumption tells us that each probable trajectory is affected only
by a time-shift, whose value is a one dimensional stochastic
variable. Let us see now how we can simplify the computation
of the integral (2).

For each trajectory rf;, we can compute the sectors it
crosses and the entry/leaving times. Entry and leaving times
are affected by uncertainty and this is the only uncertainty as
for Assumption 1. In particular, the entry/leaving times follows
a one-dimensional pdf: the entry time 7. r 5 ; and leaving time
Ti,f,s,s are random variables distributed as,

Te,fysi ™~ Qregiois 3)
T, f,s, ™ QTl,f,s,H “4)

where Q. .and Q, . . are one-dimensional pdfs. We note
that both Q. . . and Q, ,  , are derived from Py ;(%;t): for

instance Q- , , is equivalent to Q. . . (7) = Py (Ze;7),
for each 7, and with 7, being the entry point in the sector. A
simple case is when both Q. , .and Q, , , are Gaussian.

As Q. ., and Q. . are obtained from the trajectories
and Assumption 1, we get Pr{n s, < Te 1,5,;] = 0. Therefore,
the probability that flight f on the trajectory 7 ; is in sector
s at given time t, is

Pr[Te’f’S’i <t< Tl,f,s,i] =

Pr['re,f,s,i < t] - Pr[Tl,f,s,i < t] = DPfstry (5)

i.e., the probability that time ¢ is within the entry and leaving
times, or that time ¢ is greater than the entry time and lower
than the leaving time. In practice, this means computing the
cumulative distribution functions of Q. , , and Q , .. If
Qr. ;. and Q . . are classical distributions like Gaussian,
Poisson or uniform, the distributions are well-known and
pre-implemented in an efficient way in most programming
languages. This allows to compute Equation 5 very efficiently.
In addition, even if Q. , . and Q. ,  are not classical
distributions, their cumulative distribution functions can be
pre-implemented, leading to fast computations.

Finally, the integral (2) can be simplified as

n
Pfsit = wa,ipf,s,t,rf,i~ (6)
i=1

Before proceeding, we note that we considered (as reason-
able) 10 elementary sectors crossed on average by each flight
during its trajectory, 24 time instances per flight (that is a
sampling time of 5 minutes for 2 hours), 30,000 flights, and
10 different probable trajectories, we would have to compute
approximately 60 billions probabilities (6), and therefore its
fast computation is key to our task.

B. Probabilistic occupancy count distribution

Knowing the probability that each flight is in the sector at
the given time, we compute the distribution of the probabilistic
occupancy count.

We denote the probabilistic occupancy count of a sector s
at time ¢t as Oy : N — [0, 1], which is a discrete pdf. For
any number of flight, IV, the pdf O,; will tell us what is the
probability that N flights are in the sector s at time ¢. To fix
the ideas, note Figure 3, where we have depicted the result
of our computations for the sector EBBUFIS at 12h00 on a
particular day.

In order to compute exactly the function @4 for each NV,
one needs to compute convolutions among probabilities. In
order to keep computational complexity low, we use a dynamic
programming technique, similar to the one used in [4].

First, denote by fi1,..., f,, the flights that have a positive
probability of being in sector s at time f{. Order the list
of flights as {1,...,7,...,m}. Let us write q(;j as the
probability of having ¢ planes in the sector among the first
J planes of the list. The pdf O4(N), N € {0,m} will
correspond to the probabilities obtained with all the planes,

namely qo,m), 4(1,m)> - - - » A(m,m)» 1-€» Ost(N) = q(N,m)-
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Fig. 3: Probabilistic occupancy count ©,; for the EBBUFIS sector at 12h00 on a particular day.

We compute the values q(; ;) recursively: We start with
q,0) = 1 and q@,0) = 0 for & > 0. Then, we use the
following recursive formula:

Qi) = Qij—1) (L =Dy 68) F dii=1,j-1) Py 500 (D)

for 1 < j5 < m and 0 < ¢ < m. The method is shown in
Figure 4, and it is similar to the one used in [4].

We need to compute a total of m(m + 1)/2 non-zero
values in order to get the complete probability distribution O,
therefore the total computational complexity is in O(m?), that
is polynomial-time.

Polynomial-time complexity to compute Oy, is better than
exponential; yet this could still be problematic if one would
like to recompute O every time something changes in the
air traffic network, and for every sectors, for every future time
instances in the prediction horizon. However, we can see that
both expected value of O, and its variance can be computed
in linear time, and therefore we could use these two quantities
to generate cheap approximators for the full ©4,. To see this,
notice that the expected value and variance are

pr“s ts Var st pr“st

which require only O(m) computations.

Remark 1: (Time-horizon) The probabilistic method that we
have presented could be used for different time-horizons (e.g.,
one day or one hour ahead). For instance, one could run
the whole computation for a day-ahead. Another possibility
is to recompute the probabilities every time the uncertainty
associated with the trajectories changes for smaller time-
horizons (e.g., one hour or more). Recomputing would give
more accurate results, yet it would be more computationally
demanding and it would leave less time to act on “critical”
flights.

pfi,s,t)7
@®)

V. IDENTIFICATION OF CRITICAL FLIGHTS

In this section, we describe possible metrics to identify
critical flights. We define critical flights as the ones that
contribute the most to the congestion of the air traffic network.
It is important to note that our metrics will be at the network
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Fig. 4: Recursive computation of gq(; ;).

level, and yet we will be able to identify single flights. We
look at V/C criticality metrics: to say it in another way, we
define criticality as an index that tells us how much a certain
component in the network, in our case sectors, are utilized
w.r.t. their capacity upper limit. This is in line with the fact
that in Europe, sectors have capacities upper bounds.

We start by defining as C; the capacity upper limit for
sector s € S at time ¢ € 7. This capacity tells the maximal
number of flights that can be in sector s at time ¢.

We now present two congestion metrics, inspired by the
theoretical works of [7], [8]:

1) The overload probability, denoted as wg;, that is the
probability that sector s is overloaded at time ¢, with
respect to the capacity upper limit C;. To compute wgy,

note that
> Oul), O

i>Cgy

Wet = Pr[@st > Cst] =

which can be determined with O(m?) computations. The
higher ws,, the higher the sector is congested;
2) The expected overload buffer ratio at 1o confidence,



denoted as o4, that is the ratio between used expected
capacity and capacity upper limit:

Ost = (E[@sf] +

which can be determined with O(m) computations. The
higher o4, the higher the sector is congested.

Var[O4:])/Cst (10)

With this in place, we can now focus on criticality of flights.
For the two metrics wg; and gg; we define two building blocks
for our criticality indices: first, the probability that a flight is
in a sector, when the sector is overloaded, which is simply
Df,s,tWst, and second, the probability that a flight is in a
high density sector, that is py s ;0. With this we define six
criticality indices as follows:

1) Total congestion index, defined as the total sum of
probabilities that a flight is in a sector, when it is

overloaded:
TCl; =D > prsawst; (1)
seSteT
2) Average congestion index:
1
ACI = o SN preawa, (12)
7 seSteT
where Sy is the total number of crossed sectors;
3) Max congestion index:
MCI; = s.tWst; 13
f=maxd pre i (13)

teT

4) Total buffer index, defined as the total sum of probabil-
ities that a flight is in a dense sector:

TBI; = > > proios (14)
SESteT
5) Average buffer index:
1
ABly = o S pretoa, (15)
seSteT
where S ¢ is the total number of crossed sectors;
6) Max buffer index:
MBI, = st 1
f Igleagpr,s,tth (16)

teT

In the next section, we will numerically assess the presented
metrics from 1. to 6. . In addition, we will argue how, based
on the proposed metrics, we can select a few critical flights
that need extra attention in the regulation phase. Importantly,
these critical flights are not critical for a particular sector, or
time, but are the ones that contribute the most to congestion
at the global network level.

VI. RESULTS

A. Setup description

We tested the proposed metrics and algorithms on real flight
data from the European air traffic network. The randomly cho-
sen day is May, the 12th, 2016, and we tested the algorithms
on all flight crossing European sectors during that day. This

led to a total of 33,219 flights and 1,991 European elementary
sectors. The data for the sectors and flights was obtained from
the Demand Data Repository 2 (DDR2) [9] as well as a full-
day record of EUROCONTROL Network Manager flight data
messages made available in the frame of the COPTRA project.

All the algorithms were implemented with the Python
programming language [14]. The computer used to do the
computations is a Intel Core 17-3770 CPU @ 3.40GHz.

First, for each of the flights, we consider the effectively
flown trajectory, from the database. Only one trajectory is
considered per flight, so Ry contains only one element for
each flight (although we could consider multiple trajectories).
From this trajectory, we obtain the sequence of elementary
sectors crossed, associated with the entry time and leaving
time. For the sake of the test, we associate to the entry time and
leaving time a Gaussian distribution with a standard deviation
of 0.01 day (14.4 minutes). The result of this step is 33,219
lists, one for each flight. The number of elements in each
list is equal to the number of elementary sectors crossed by
the considered flight. Each list’s element is composed of 5-
tuples (sector identifier, entry time, leaving time, standard
deviation on entry time, standard deviation on leaving time)
corresponding to a sector crossed by the flight.

Second, based on the lists obtained for the flight, we create
lists for the sectors. For each sector, we build the list of
flights which cross the sector, with the associated distribution
of entry time and leaving time. The result of this step is 1,991
lists, one for each sector. Each list’s element is composed of
S-tuples (flight identifier, entry time, leaving time, deviation
entry, deviation leaving) corresponding to a flight crossing the
sector.

Third, for each sector and each time, we apply the algorithm
described in subsection IV-A. The time step considered is
equal to one minute, so 7 is composed of 1,440 different
times. We generate the list of probabilities p s ; that the flights
were in the sector as in Equation (6). We obtain 1,991 x 1, 440
lists of probabilities. Computing the full set of lists takes about
one hour at the moment, but this could be further reduced by
using parallel machines (the code is in fact highly parellizable
both on flights and on sectors).

Fourth, we compute the Probabilistic occupancy count dis-
tribution ©4. Based on the algorithm of subsection IV-B,
we obtain the full probabilistic occupancy count distribution
for each sector and each time. More precisely, we obtain
1,991 x 1, 440 lists, enumerating the probabilities of having a
precise number of flights in the sector at that time. Generating
these lists from the probabilities list takes about two hours,
and this could be further reduced by using parallel machines.

For the next step, we took an arbitrarily generated list
of capacity upper limits for the sectors Cy;, based on the
maximum number of flights expectancy. From the Probabilistic
occupancy count distribution and this list of cap, we obtain at
each time the overload probabilities of the sectors wg, i.e.
1,991 x 1,440 probabilities, and the expected overload buffer
ratios gg¢, i.e., 1,991 x 1,440 values. This step takes one
minute.

Finally, based on the overload probabilities wg;, the expected



time = 12h 00m

Fig. 5: Occupancy counts: the expected occupancy level as E[O]
over Europe at 12h00 for the selected day normalized by the
sector areas. We notice high density zones (warmer colors)
and low density zones (cooler colors).

overload buffer ratio gy and the list of sectors crossed by
the flights, we computed the TCI, ACI, MCI, TBI, ABI, and
MBI: these metrics have been computed only on flights that
depart and land in Europe (in this way we had the whole
trajectory and sector list), and we have not considered flights
that cross less than 3 sectors, or departing and arriving at
the same airport. The reason for the last two exclusions is to
identify flights that have a significant impact on the network
as a whole and not on small areas. This leaves us with 13, 329
flights and both steps take about a minute.

B. Probabilistic occupancy counts

The first result we present is displayed in Figure 3. There,
for a selected sector over Belgium, EBBUFIS, in the selected
day, we report the probabilistic occupancy count Oy as a
function of the number of flights, at 12h00. As we notice,
the probability to have less than 30 flights or more than 60
in the sector at that time is close to 0, while a flight count
around 40 has a probability higher than 6%.

If one puts together all the probabilistic occupancy charts
for all the sectors in Europe, for a given time, one can obtain
our second result, that is Figure 5. There, we represent the
occupancy level as E[O;;] over Europe at 12h00 (normalized
by the sector areas — the height is neglected). As we see,
we can quickly determine “hot spots” over Europe, where the
traffic density is higher (warmer colors), and “calm spots”,
where the traffic density is lower (cooler colors). This chart
can be used to foresee the times during the day of high work
load for air traffic controllers in a probabilistic sense.

Putting together Figure 5 at different times during the day,
one can obtain a video of the evolution of E[©,;] over Europe
over the selected day.

C. Criticalities

The second set of results we report are the ones related to
the criticality measures we have proposed in Section IV. In

60°N

30°N A H
10°wW 0° 10°E 20°E 30°E 40°E

Fig. 6: TCI for flights over Europe during a given day. Only the
flights with TCI greater than 51.29 (top 0.5%) are shown.

particular, we compute all the six indices and compare them.

We start with the congestion indices.

In Figure 6, we display all the flights over Europe on the
selected day with total congestion index TCI (11) higher than
51.29 (top 0.5%). These flights may be the ones that contribute
the most to the congestion at the network level, and therefore
could be the ones that need regulations.

To analyze the situation in a deeper detail, we report in
Figure 7 all the congestion indices. On the x-axis we report
the TCI, on the y-axis the average congestion index, ACI, and
the size of the blobs represents the maximal congestion index,
or MCI. The labels associated with the blobs are the flight
numbers. Only the flights with either one of the indices in the
top .05% of their category are shown. As we see, different
indicators highlight different criticalities. In particular,

o High TCIy is associated with high congestion overall,
and it is a metric that takes into account the network as a
whole. It also put higher weight to longer flights (that is
the ones that cross more sectors) than on shorter flights;

e ACIy is also associated with high congestion overall, and
it is a metric that also takes into account the network as
a whole. However it compares flights disregarding the
number of sectors they cross. This identifies flights that
have the highest contribution per sectors;

e MCI; is associated with high congestion in a particular
sector, and therefore it is a sector-centric metric. Lower-
ing this index pertains to local controllers at the sector
level, and does not involve coordination among sectors:
MCI; is not a network indicator.

We run a similar analysis for the buffer indices. In Figure 8§,
we report all the buffer indices with a similar convention as in
Figure 7. Similar considerations on the network/sector-centric
nature of the indices also hold here. As we notice, a few flights
that are in Figure 7 are also in Figure 8 (see also Table I): this
tells us that the two indices are saying something similar.

A global picture is offered in Figure 9, where we display
the selected critical flights. In red we indicate the flights with
high congestion indices, in green the ones with high buffer
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Fig. 7: Congestion indices for selected flights: the x-axis represents
the TCI, the y-axis the ACI, while the size of the blobs the MCI
for each flight. The labels are the flight names. Only the flights with
either one of the indices in the top .05% of their category are shown.
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Fig. 8: Buffer indices for selected flights: the x-axis represents the
BCI, the y-axis the ABI, while the size of the blobs the MBI for each
flight. The labels are the flight names. Only the flights with either
one of the indices in the top .05% of their category are shown.

indices. As we capture, we are selecting relatively long flights
over congested areas. As previously discussed, a few flights
have both congestion and buffer in the top 0.05%, which is
here depicted by brown-ish flight colors.

D. Efficiency of the proposed metrics

The proposed metrics aim at selecting flights that are good
candidates for actions in order to decrease the overload prob-
abilities of sectors. In this section, we study their efficiency
in selecting flights. First of all, we define the total overload
probability (2, as the sum for all the sectors and for all the
times of the probabilities that a sector is overloaded at that

time:
2= Z Z Wgst-

SESteET

a7)

Fig. 9: Flights with in the top 0.05% for the selected indices over
Europe during a given day. In red the congestion indices, in green
the buffer indices.

The value for (2 for the selected day is {2 = 105,409.06, and
this is going to be our baseline.

We study how (2 is affected by actions on flights selected
by the proposed metrics vs. randomly selected flights. The
policies we consider are ground-holding, i.e., delaying the
flights, and canceling the flights.

We first choose an ad-hoc ground-holding policy for the
selected top 1% flights of the presented metric: we delay each
of the selected flight by 0.01 day, i.e., 14.4 minutes. This
policy is ad-hoc and could be better optimized, yet it allows
us to make a first assessment of the effect of the top flights,
vs. random flights.

By ground-holding the top 1% flights for TCI and ACI
(which are the network-centric metrics), we obtain a total
overload probability 2 = 105,379.52, which is a decrease
of .03%. Instead, by ground-holding the top 1% flights for
TBI and ABI, we obtain a total overload probability 2 =
105, 378.04, which is also a decrease of .03%. In comparison,
by ground-holding by 14.4 minutes the same amount of flights
randomly selected among the flights which with positive CI,
we obtain a total overload probability {2 = 105, 426.72, which
is a marginal increase of 0.01%.

To visualize these results and see what they mean for
the proposed metrics, we report two additional graphs. In
Figure 10, we show in red the original congestion indices
values for the top .05% flights, while in blue the new top
.05% flights and their congestion indices. As we may notice,
the congestion indices diminish when we delay the top 1%
flights. In particular, recomputing our metrics for the top 1%
flights only, the total TCI diminishes of 5.47%, the total
ACI diminishes of 5.02%, while the total MCI diminishes of
1.73%. A similar calculation for the top 25% flights (while
still delaying only the top 1% flights) indicates reduction of
.99%, 1.09%, and .72%, respectively.

In Figure 11, we report the results for original (green)
and new (blue) buffer indices. Similarly, the buffer indices
diminish: considering only the top 1% flights, the total TBI



TABLE I: Congestion and buffer indices for the selected top 0.05% flights in either indices. The first row blocks are total congestion/buffer
indices, the second ones represent the average indices, while the third ones are the maximal ones. An asterisk before the name of the flight
indicates that the same flight has been selected for congestion and buffer.

Flight name TCI ACI MCI Dep. Arr.
*ELY5161 108.65 340 1934 LLBG LPPT
*LED2 104.85 1498 64.56 ESOW  ENRK
IBE3317 87.62 3.13 1400 LLBG LEMD
ELY397 84.92 3.15 11.61 LLBG LEMD
*N30678 83.22 5.55 16.01 LPAZ LEIB
*N30701 79.85 4.99 1457 LPAZ LEIB
*RRR5541 77.86 2.78 6.76 LCRA EGVN
*LED2 104.85 1498 64.56 ESOW  ENRK
*JFA68G 36.54 9.13 1597 LFQA  LFMT
OEFCS 3242 8.10 2376 LIBR LIEO
*FMY8959 27.81 6.95 16.84 LFDB  LFMC
DMN26E 48.32 690 1843 ESMQ EDXF
*UIT462 48.29 690 12.08 ENTO ESNO
CGMCP 40.70 6.78 2221 BIKF EIDW
*LED2 104.85 1498 6456 ESOW ENRK
*RYRO1XY | 44.26 492 2572  EGSS LFRD
*FEI32 52.77 4.80 2471 BIRK ESGP
*ENF02 42.68 6.10 2435 LIEO LIBD
*JTG855 44.52 405 2402 EKCH EKYT
OEFCS 3242 8.10 2376  LIBR LIEO
LTR523 37.17 465 2355 ENGM  ENAT

diminishes of 2.05%, the total ACI diminishes of 1.97%, while
the total MCI of .42%. A similar calculation for the top 25%
flights (while still delaying only the top 1% flights) indicates
reduction of .20%, .25%, and .18%, respectively. These results
show that the proposed congestion and buffer metrics enable
a positive impact on the network by just delaying selected
flights, while delaying random flights have no significant
impact on the network.

We further consider the policy of canceling selected flights.
By canceling the top 1% flights for TCI and ACI (which
are the network-centric metrics), we obtain a total overload
probability 2 = 98,881.99, which is a decrease of 6.19%
with respect to our baseline. Instead, by canceling the top 1%
flights for TBI and ABI, we obtain a total overload probability
2 = 98,545.42, which is a decrease of 6.51%. In comparison,
by canceling randomly selected flights, we obtain a total
overload probability 2 = 102,400.62, which is a decrease
of 2.85%. These results show that the metrics we propose
for canceling flights offer a positive impact on the network
congestion that is twice larger than the amelioration obtained
when canceling random flights.

For both delaying and canceling flights, the positive impact
on the network was much greater when the flights were
selected based on the proposed congestion and buffer metrics.
Therefore we believe that the metrics are well suited for their
purpose.

VII. CONCLUSION

In this paper, we investigated the problem of air traf-
fic network sector congestion. We proposed a probabilistic

Flight name TBI ABI MBI Dep. Arr.
*N30701 468.68 29.29  66.73 LPAZ LEIB
*N30678 46120 30.75 67.24 LPAZ LEIB
*ELY5161 409.84 12.81 58.79 LLBG  LPPT
N8520K 39482 3037 67.18 LPAZ LEVC
*RRR5541 380.69 13.60 3058 LCRA EGVN
RCH442 359.35 1057 2352 EGAA LGSA
GAF229 35345 17.67 5686 LCPH  ETSA
GEICK 17595 35.19  66.04 EICK EGBJ
*FMY8959 13297 3324  50.93 LFDB  LFMC
*UIT462 231.19 33.03 4777 ENTO ESNO
*LED2 21546 3078 8770 ESOW ENRK
*N30678 46120 30.75  67.24 LPAZ LEIB
N8520K 39482 3037 67.18 LPAZ  LEVC
*JFA68G 118.02 2951 4144 LFQA LFMT
*JTG855 204.77 18.62 10255 EKCH EKYT
*FEI32 24251 2205  89.79 BIRK  ESGP
*ENF02 177.83 2540  88.38 LIEO LIBD
*LED2 21546 3078 87770 ESOW ENRK
GWI9960 161.55 897 81.66 EDDL  LDSP
PEGT72 222.17  8.89 75777  EGBB  LIRA
*RYR61XY | 16624 1847  75.56 EGSS  LFRD
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Fig. 10: Congestion indices for selected flights: the x-axis represents
the TCI, the y-axis the ACI, while the size of the blobs the MCI
for each flight. The labels are the flight names. Only the flights with
either one of the indices in the top .05% of their category are shown.
In red the original flights, in blue the new ones after the ground-
holding policy.

framework for computing probabilistic occupancy counts. This
framework allows us to provide ATC with more precise
and valuable information. We introduced metrics on flights,
allowing the determination of the flights participating the most
in the congestion of the network. These metrics could be
integrated in demand and capacity balancing tools (DCB) in
order to select the best candidate flights for, e.g., ground-
holding.
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Fig. 11: Buffer indices for selected flights: the x-axis represents the
BClI, the y-axis the ABI, while the size of the blobs the MBI for each
flight. The labels are the flight names. Only the flights with either one
of the indices in the top .05% of their category are shown. In green
the original flights, in blue the new ones after the ground-holding
policy.

We provided a description of the algorithms used to compute
these occupancy counts and indices. All the algorithms run in
polynomial time and are easily parallelizable. Numerical ex-
periments were conducted on one day of data of the European
network. The results showed that the algorithms were usable
in practice (low computational complexity), and that actions
on selected flights allowed an efficient decrease of the sectors
congestion.

Future work will include a more detailed analysis on
possible (optimized) policies to implement on the selected
critical flights. These policies and subsequent actions will
be compared in real time with the effect of regulations that
are currently applied by air traffic controllers, along with a
cost/benefit analysis.
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