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Abstract - Recent Single European Sky activities initiated by 
the European Commission striving for higher performance in 
the European air traffic management shape the background of 
this paper. From the viewpoint of an air navigation service 
provider this paper describes first the challenges ahead due to 
the setup of a performance regulation with binding targets on 
national air navigation service provider. Second, it motivates a 
reflection on inner-organizational processes and offers a 
statistical approach with focus on interdependencies and the 
impact of these in terms of changes in the system´s behavior.  

Keywords - modelling; air navigation service provider, 
complex systems 

I.  INTRODUCTION AND BACKGROUND 

Requirements on air navigation service provider (ANSP) 
steadily increase with respect to the four key performance 
areas (KPA) capacity, cost efficiency, safety and 
environment. The performance scheme is one of the main 
pillars of the Single European Sky (SES) initiative and 
strives to achieve the SES objectives as detailed in [1] and 
amended by [2].  

The scheme sets binding targets on member states to 
improve the performance in terms of delivering air 
navigation services, leading to cheaper flights, less delays, 
and the saving of unnecessary costs for airlines and 
passengers. In addition, European Commission aims to 
reduce the environment impact of air traffic due to more 
efficient and shorter flight paths.  

Presenting the main content of the performance scheme 
briefly, two reference periods (RP) with different EU-wide 
performance targets are defined. The outcomes measured by 
various performance indicators (PI) are expected to cover 
four KPAs.  

Reference period 1 (RP1) runs from 2012 to 2014 and 
tackles the following thresholds [3]:  

 The EU-wide environment target is a reduction of 
0,75% of the route extension in 2014 compared with 
2009,  

 the EU-wide Capacity target is set at maximum of 
0,5 minute en-route ATFM delay per flight for the 
whole year 2014 and 

 the EU-wide Cost-Efficiency target is a set of three 
en-route determined unit rates expressed in €2009 
per service unit: €57,88 in 2012, €55,87 in 2013 and 
€53,92 in 2014. 

Regarding the KPA safety, RP1 does not set specific 
thresholds but goes along with rules and regulations defined 
by the European aviation safety agency (EASA) in order to 
keep safety at least at recent level.  

Expanding the focus of RP1 which mainly addresses the 
en-route part, following RP2 aims to achieve full coverage of 
ANS provisions. Running from 2015 to 2019, RP2 
emphasizes the needs for improvements in performance 
scheme and the intentions towards to gate-to-gate scope 
including target-setting in all four KPAs. 

Beyond the thresholds in RP1, dedicated safety 
performance indicators are being developed for 
implementation in RP2. An overview of proposed Key 
Performance Indicator (KPI) and PI of the revised 
performance regulation to the Commission can be found in 
[4].  

 
Summarizing, the presented targets are legally binding 

for EU Member States and encourage national ANSP to be 
more efficient with keeping up adequate safety levels [5]. 
From the perspective of users the expected outcome of the 
performance scheme can be summarized as savings of 
billions of Euros in terms of e.g. delays costs and user 
charges [6]. From the perspective of an ANSP, these targets 
frame the challenge the different ANSP in Europe have to 
face [7]. 

Based on the short description of the regulatory 
background of recent ANSP related activities on European 
level, this paper focusses on the analysis and the evaluation 
of interdependencies of crucial ANSP´s related parameters. 
Understanding their interactions as well as their impact is of 
key relevance in terms of performance assessment.  

This paper is organized as follows: First we will offer a 
general introduction in the aspects of system´s modelling, 
complexity and non-linearity (see section II). Focus is laid on 
the interaction of systems (system of systems) within the 
global aviation industry.  
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Section III presents the statistical background as well as the 
basic idea that is behind our approach. Section IV presents 
the results that are subject of comparison with real-world 
data (see section V). We conclude this paper with ideas for 
future work in this field.  

II. SYSTEMS MODELLING AND COMPLEXITY

The air traffic is international, geographically distributed 
and characterized by different organizational structures as 
well as national interests and comes along with a high variety 
of autonomously acting, complex (socio-) technical systems 
own by several stakeholders like airports, airlines, air traffic 
control, or ground handlers [8]. To ensure efficient and safe 
flights a close cooperation between all of these stakeholders 
is essential. Over the past decades the optimization of single 
air traffic components was focused, but today a holistic view 
of the involved organizations and systems is inevitable to 
identify and utilize the innovational potential. This becomes 
a challenging task for both the fundamental research and 
operational implementation.  

The forthcoming introduction of automated processes 
and systems demands for an improved decision support and 
integration of different kind of information (quantity, quality, 
frequency, integrity) from several sources at the air traffic 
system (e.g. weather forecast, passenger landside, see also 
Airport Collaborative Decision Making [A-CDM]). The 
combination of information results in mutual dependencies 
and emphasizes the need for a detailed scientific examination 
of the requirements, potentials and implications to optimize 
the air traffic system [9], [10]. Not only the increasing 
correlation of air traffic systems but also the heterogeneous 
system requirements, taking into account organizational, 
regulatory, social, technical, and operational conditions 
indicate the imperative necessity of mathematical models 
and computational support. For a continuous improvement in 
terms of punctuality, robust planning, or resilient system 
design a comprehensive understanding of relevant 
stakeholders must be achieved. From a scientific point of 
view appropriate modeling methods have to be identified or 
transferred from other domains taking the specific problems 
in aviation into account [11]. 

Besides the fundamental demand for a holistic approach 
to cope with current/future challenges, the investigation of 
the accompanied dynamics of the air traffic system is an 
additional value. Each stakeholder has to make own 
decisions triggered by internal/external events (key 
performance indicators). These decisions are considering 
customized operational, tactical and strategic reactions 
aiming at individually optimized solutions which are linked 
to direct and indirect effects on downstream or parallel 
systems. Due the increasing mutual system dependencies 
leads to a complex, dynamic system behavior even if 
stochastic/predictable deviations or disturbances occur. The 
resulting complex-coupled situation must often be resolved 

under a restrictive time budget using a (limited) set of 
information. 

To systematically understand the capabilities of a 
complex system a hierarchical approach can be used. The 
requirements are decomposed into several systems to achieve 
the demanded system capability [12]. The hierarchical 
representation of requirements and the capability of an entire 
system are shown in the following Figure 1. 

Figure 1 Hierarchical representation of a system [12] 

In contrast to the re-engineering of current processes the 
hierarchical approach, the demand performance of the 
system and the accompanied requirements are used to define 
a valid model1. Beside the deduction of common system 
parameter from operational conditions (data-based approach) 
the development of a model is always a problem focused 
approximation of the reality. The model allows analyzing the 
variety of system behavior and states regarding to the 
quantity and quality of the available input factors (e.g. 
sensitivity analysis). By nature, a model contains 
systematically errors and deviations, which have to be clear 
stated and analyzed in detail before the results are used for 
recommendations. 

The model developed in this paper does not equal a data-
based (deriving the status quo from data) but represent the 
fundamental interactions offering a valid basis for the 
analysis of future system states.  

III. MODELLING INTERACTIONS IN COMPLEX SYSTEMS

As pointed out in section II, the understanding of 
relevant interacting parameters is of crucial importance. In 
order to describe the system of an ANSP (and to assess its 
performance in a second step), we develop a generic model 
that is focused on in the following.  

1 A discussion about the term „validity” of models, its 
purpose and the validation result are given in section V.  
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A. Deduction of requirements 

Based on the descriptions in section II some first 
requirements of the model can be deducted. These are as 
follows: 

 Interactions between the relevant parts of an ANSP 
in terms of capacity and overall (economic) 
performance have to be represented and evaluated 
with regard to their impact on the system´s behavior.  

 Clarification of interactions and evaluation of 
system´s behavior.  

 A dynamic approach is required in order to describe 
tight couplings among parameters and actions 
leading to effects that are rarely proportional. 

B. Method choice 

Based on the requirements, the model will be developed 
based on System Dynamics approach. This approach is 
represented by formal models dealing with the interaction of 
objects in time-dependent and complex dynamic systems 
[13], [14]. Having previously been used in fields such as 
industrial dynamics the span of applications grew to include 
social sciences as well as economics [15], [16]. System 
Dynamics models are defined by independent stocks 
(levels), inflows/outflows (rates) as well as variables and 
constants affecting the flows. Mathematically, System 
Dynamics provides a method to solve coupled, nonlinear 
differential or integral equations with the stocks being the 
integrals of the flows by what change is constituted. 

C. Literature overview 

In the field of aviation the number of empirical analyses 
of an ANSP based on System Dynamics is limited 
compared to those dealing with other air traffic management 
(ATM) stakeholder such as airlines and airports. Concerning 
the latest ones, most studies deal with the interaction of the 
air traffic demand and the availability of air- and landside 
capacity [17], [18]. Parameters such as the number of 
movements per day at selected airports, price elasticity of 
demand (customers/air traffic users), forecasted volumes of 
air traffic, fuel consumptions as well as the analyses of 
emissions on ground and en-route are focused [19], [20]. 

Concerning the analysis of an ANSP based on System 
Dynamics publications e.g. focus on workload assessments 
in combination with the implementation of new systems or 
macroscopic analyses concerning the delay development 
caused by air traffic flow management procedures [21], 
[22].  

Summarizing, studies on the interdependencies of the 
ANSP inherent sub-systems (according to the idea of Figure 
1) as well as their potentials and implications on the total 
system´s behavior (named performance in Figure 1) are 
limited.  

D. Analysing interactions  

As a consequence of the findings in the literature review, 
this paper aims to overcome this gap by offering a 

conceptual approach on how to combine capacity related as 
well as economic related aspects including their 
interactions. Relating to the aspects of an ANSP, we aim to 
assess the interactions of crucial performance indicators by 
using an analysis of variance in multiple linear regressions. 
The indicators (variables) focused on are  

 movements,  

 air traffic controller hours (ATCOh)2 and 

 delay.  

In order to assess their interactions real data of the 
mentioned variables are analyzed over a period of five years 
on a monthly basis. In total we gained a number of (five 
years multiplied by 12 months) 60 values for regression 
analysis. Real data are provided by a European ANSP and 
support our approach to minimize deviations between the 
model and the real system of an ANSP from the data point of 
view. Data describe the development of the defined 
indicators covering three phases. These phases follow the 
implementation of an automated air traffic management 
system and can be subdivided in before, during and after 
implementation. The first phase covers a period of 24 
months, phase two of 12 and phase three of 24 months. In a 
first step, data are used to determine a correlation between 
the indicators over time. In a second step, we analyze 
possibilities to approximate one of the three variables by the 
two others.  

From a mathematical point of view, an approximation of 
one parameter based on one or several predictors describes 
the explanation of variance (see Figure 2 and Figure 3).  

 
Figure 2 Explaining variance with one predictor 

                                                           
2 Determination of the required ATCOh takes into account 
capacity related issues such as sector capacity values 
(entries per hour), definition of configurations (number of 
sectors, number of ATCO) as well as the configuration 
capacity (capacity per number of ATCO). Further input 
needed is given by guidelines for staff planning which 
define e.g. working times for ATCO (on-board times) as 
well as times for regeneration or management related tasks. 
This analysis focusses on the air traffic controller and does 
not consider further technical staff that is involved with the 
maintenance of hardware and software systems.  
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Figure 3 Explaining variance with two predictors 

 
Circles in Figure 2 and 3 represent the standardized 

variance in each variable. Using one or several predictor(s) 
a proportion of the variance can be explained. The 
proportion of explained variance equals the squared 
correlation coefficient R2. The rest is defined as error and 
equals the variance of deviations between approximated and 
real values.  

E. Statistical approach  

As “classical regression analysis” assumes normality, we 
use a Kolmogorov-Smirnov test (K-S test) to determine if 
the data set (60 values) is well-modelled by a normal 
distribution [13], [24]. This approach prevents from 
inaccurate inferential statements in case the used model 
cannot deal with a violation of the normality assumption.  

The alpha level (significance level) is set at 0,05 (5%). 
This threshold is used to determine whether a null 
hypothesis should be rejected or retained. Empirical 
evidence of normal distribution using a K-S test is provided 
in Table I.  

TABLE I.  K-S TEST 

 
Before Implementation  

Movements ATCOh Delay 

N (number) 24 24 24 

Kolmogorov-Smirnov-Z 1,0 0,842 0,873 

Asymptotic significance 
(2-tailed) 

0,208 0,477 0,431 

 

 
During Implementation  

Movements ATCOh Delay 

N (number)  12 12 12 

Kolmogorov-Smirnov-Z 0,901 0,614 0,444 

Asymptotic significance 
(2-tailed) 

0,392 0,845 0,989 

 
 
 
 

 
After Implementation  

Movements ATCOh Delay 

N (number)  24 24 24 

Kolmogorov-Smirnov-Z 0,577 0,734 1,2 

Asymptotic significance 
(2-tailed) 

0,893 0,655 0,105 

 
In order to confirm these results gained with K-S test we 

use a Shapiro-Wilk test to check whether the sample come 
from a normally distributed population [25], [26]. Keeping 
the same alpha level of 0,05 (5%), the null hypothesis is to 
reject if p-value is less than this level of significance. 
Shapiro Wilk´s W (test statistic) is defined as follows [27]:  

 

ܹ ൌ
ሺ∑ ܽ௜ ∙ ௜ݕ

௡
௜ୀଵ ሻଶ

∑ ሺݕ௜ െ ത௜ݕ
௡
௜ୀଵ ሻଶ

	 (3.1)  

where  
௜ݕ ൌ 	 ݅௧௛	ݎ݁݀ݎ݋	ܿ݅ݐݏ݅ݐܽݐݏ 

തݕ  	ൌ  ݊ܽ݁݉	݈݁݌݉ܽݏ

 ܽ௜ ൌ ሺܽଵ,… , ܽ௡ሻ ൌ 	
௠೅∙௏షభ

ඥሺ௠೅∙௏షభ∙௏షభ∙௠ሻ
 

 
and m ൌ	 ሺmଵ,… ,m୬ሻ୘ are the expected values of the order 
statistics of independent and identically distributed random 
variables sampled from the standard normal distribution. V 
is the covariance matrix of those order statistics.  

Results achieved on basis of the Shapiro-Wilk test are 
shown in Table II.  

TABLE II.  SHAPIRO-WILK TEST 

 
Before Implementation  

Movements ATCOh Delay 

N (number) 24 24 24 

W 0,855 0,927 0,881 

Significance  0,003 0,082 0,009 

 

 
During Implementation  

Movements ATCOh Delay 

N (number) 12 12 12 

W 0,894 0,913 0,960 

Significance  0,134 0,236 0,789 

 

 
After Implementation  

Movements ATCOh Delay 

N (number) 24 24 24 

W 0,948 0,941 0,748 

Significance  0,246 0,174 0,000 

 
According to Table II null hypothesis needs to be 

rejected as assumption of normality is violated. Violation 
can be justified as the power of Shapiro-Wilk is low for 
small sample size with outlier values [28], [29]. In this 
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paper we define outliers as any value that lies more than 
1,5 ∙   .from each end of the box (interquartile range) ܴܳܫ

Due to this heterogeneous result we use an ANOVA for 
multiple regressions that is considered a robust test against 
the normality assumption. This means that it tolerates 
violations to its normality assumption rather well [30]. 
 

Statistical measures used are discussed briefly in the 
following:  

Multiple Correlation Coefficient, ܴ (see equation 3.2), is 
a measure of the strength of the association between the 
independent variables and the dependent (prediction) 
variable. The closer R is to one, the stronger the association 
is.  
 

ܴ ൌ 	ට෍ሺߚ௜ ∙ ௬௜ሻݎ ൌ 	 ௬ො௬ݎ (3.2)  

where 
௜ߚ ൌ 	ݏݐ݄݃݅݁ݓ	݊݋݅ݏݏ݁ݎ݃݁ݎ	݀݁ݖ݅݀ݎܽ݀݊ܽݐݏ
௬௜ݎ ൌ 	݊݋݅ݎ݁ݐ݅ݎܿ	݀݊ܽ	݅	ݎ݋ݐܿ݅݀݁ݎ݌	݊݁݁ݓݐܾ݁	݊݋݅ݐ݈ܽ݁ݎݎ݋ܿ
௬ො௬ݎ ൌ 	݁ݑ݈ܽݒ	݈ܽ݁ݎ	݀݊ܽ	݀݁ݐܽ݉݅ݔ݋ݎ݌݌ܽ	݊݁݁ݓݐܾ݁	݊݋݅ݐ݈ܽ݁ݎݎ݋ܿ

 
Coefficient of determination, Rଶ(see equation 3.3), provides 
a measure of how well observed outcomes are replicated by 
the model. In other words, Rଶ offers a proportion of the total 
variance that can be explained by the model.  
 

ܴଶ ൌ 	෍൫	ሺߚ௜ ∙ ௬௜൯ݎ ൌ 	
௬ොݏ
ଶ

௬ଶݏ
(3.3)  

where 
௬ොݏ
ଶ ൌ 	ݏ݁ݑ݈ܽݒ	݀݁ݐܽ݉݅ݔ݋ݎ݌݌ܽ	݁ܿ݊ܽ݅ݎܸܽ
௬ଶݏ ൌ 	݊݋݅ݎ݁ݐ݅ݎܿ	݁ܿ݊ܽ݅ݎܽݒ

 
The adjusted ܴଶ, തܴଶ (see equation 3.4), takes into 

account the number of variables that are added to the model. 
Thus, തܴଶ is adjusted for the number of predictors in the 
model and increases only if a new explanatory variable 
improves ܴଶ more than expected by chance.  

 

തܴଶ ൌ 1 െ	
∑ ݁௜

ଶ ሺ݊ െ ݇ െ 1ሻ⁄௡
௜ୀଵ

∑ ሺܻ െ തܻሻଶ ሺ݊ െ 1ሻ⁄௡
௜ୀଵ

	 (3.4)  

 
݁௜
ଶ ൌ 	݈ܽݑ݀݅ݏ݁ݎ
݇ ൌ 	ݏݎ݋ݐܿ݅݀݁ݎ݌	݂݋	ݎܾ݁݉ݑ݊
ܻ ൌ 	݊݋݅ݎ݁ݐ݅ݎܿ	݂݋	݁ݑ݈ܽݒ	݈ܽ݁ݎ
തܻଶ ൌ 	݊݋݅ݎ݁ݐ݅ݎܿ	݂݋	݁ݑ݈ܽݒ	݀݁ݐܽ݉݅ݔ݋ݎ݌݌ܽ
݊ ൌ 	݁ݖ݅ݏ	݈݁݌݉ܽݏ

 
The standard error (see equation 3.5) of the estimate is a 

measure of the accuracy of predictions. It offers the standard 
deviation of the error in the sample mean with respect to the 
true mean.  

 

ݎ݋ݎݎ݁	݀ݎܽ݀݊ܽݐݏ ൌ 	 ௬ݏ 	 ∙ ඥሺ1 െ ܴሻଶ	 (3.5)  
 

Using these equations 3.2 to 3.5 the approximated 
variable can be expressed by the predictors as follows: 

 

෠ܻ ൌ ݐ݊ܽݐݏ݊݋ܿ േ ߣ ∙ ݏݐ݊݁݉݁ݒ݋݉ േ ߴ ∙ ݄ܱܥܶܣ (3.6)  
(unstandardized form) 

 
መܼ௬ ൌ ߤ ∙ ݏݐ݊݁݉݁ݒ݋݉ േ ߟ ∙   (3.7) ݄ܱܥܶܣ

(standardized form) 
 

As the unstandardized form (see equation 3.6) uses 
means and standard deviations, it is prone for statistical bias. 
In case this form is used for the assessment of one variable´s 
future development, constant values of both means and 
standard deviations need to be postulated.  
 

In opposite, z-scores are applied for the assessment of a 
variable´s future development based on the standardized 
form. The interpretation of the z-scores is as follows: The 
absolute value of z represents the distance between the raw 
score and the population mean in units of the standard 
deviation. Positive values of z represent a raw score above 
the mean and vice versa.  

 

IV. RESULTS 

Based on the explanations in section III the presented 
results focus on the approximation of delay based on the 
predictors movements and ATCOh in the phase after the 
implementation (duration of 24 months). This approach 
goes along with Figure 3 and the approximation of one 
parameter based on two predictors. According to the values 
in Table III a significant variance explanation (delay) with 
ሺ2,21ሻܨ ൌ 11,5, ݌ ൌ 	0,000ሻ can be achieved by the model 
(predictors movements and ATCOh).  

TABLE III.  MULTIPLE REGRESSION RESULTS (EXPLANATION OF 
VARIABLE DELAY) 

 ഥ૛ standard errorࡾ ૛ࡾ ࡾ

0,725 0,526 0,480 15067 

 
The influence of each of the two predictors on the 

explanation of the variable (delay) is shown in Tables IV 
and V.  

TABLE IV.  INFLUENCE OF THE PREDICTOR MOVEMENTS 

 Beta t significance 

(Constant) 0,000 -3,8 0,000 

movements 0,719 4,8 0,000 

TABLE V.  INFLUENCE OF THE PREDICTOR ATCOH 

 Beta t significance 

(Constant) 0,000 -3,8 0,000 

ATCOh 0,716 4,8 0,000 

 
According to the Tables IV and V both predictors are 

significant. However, by adding predictor 2 there is only an 
infinitesimal additional increase in the ability of explaining 
the criterion (delay) (see Figure 4 in comparison to Figure 
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5). This is caused due to a correlation of ݎ ൌ 0,958 between 
the two predictors. In consequence, the semi partial 
correlation between these variables is decreased and the 
increase of the values of ܴଶ and തܴଶ is limited due to this 
correlation of ݎ ൌ 0,958.  

 

 
Figure 4 One predictor offers significant variance explanation 

 

 
Figure 5 Two predictors offer significant variance explanation 

 
Summarizing, the variable delay can be described by the 

predictors as follows: 
 

෠ܻ 		ൌ 	െ73612 ൅ 	0,334 ∙ ݏݐ݊݁݉݁ݒ݋݉ ൅ 2,4 ∙ 	݄ܱܥܶܣ (3.8) 
(unstandardized form) 

 
መܼ௬ ൌ 	0,331 ∙ ݏݐ݊݁݉݁ݒ݋݉ ൅ 	0,401 ∙   (3.9) ݄ܱܥܶܣ

(standardized form) 
 

Reviewing these results critically no account is taken up 
to now of the nature of the relationship between the 
variables. As statistical correlation does not necessarily 
denote causality focus should be expanded on the causal 
process underlying the observed data [31]. This is due to the 
fact that statistical correlation as indicated in this section not 
only confounds associations but also provides no 
information about cause and effect [32]. Applying the 
question of cause-effect relationship to our model 
parameters (movements, ATCOh and delay) we use a 
directed acyclic graph (DAG) to order these parameters into 
a sequence. This sequence represents the process in which 

the parameters are used in a consistent direction in the 
underlying model. According to the traffic-oriented 
modelling approach movements are subject to constraints in 
such a way that no other parameters must be performed 
earlier. Based on the traffic data (movements) the next 
modeling step deals with the capacity personal balancing. At 
the end of this planning process the required ATCOh are 
determined. Delay values are the resulting factor in this 
sequence. This topological order is developed according to 
the modelling approach and allows the deduction of the 
causal relationship between the parameters.  

 

V. VALIDATION 

The purpose of validation is to ensure the usefulness of a 
model with respect to its dedicated purpose [31]. Validation 
is the process of ensuring that the model is sufficiently 
accurate for the indicated purpose [34]. A validation, 
however, cannot be assumed to result in a perfect model as 
models are necessarily selective and approximate [35]. As a 
consequence, the purpose of a model has to be clarified at 
the start of a study. The model developed in this paper aims 
for the analysis of the interactions and the possibility of 
approximating one variable on the basis of two other 
predictors. In this paper we perform validation by 
comparing the system´s output with real-world data 
obtained. In accordance to section IV results of this 
comparison are given for duration of 24 months 
(January_01 to December_02, phase after implementation) 
in Figure 6 and Figure 7. First mentioned Figure 6 
represents the model output based on the unstandardized 
regression and last mentioned one (Figure 7) the output 
based on the standardized regression.  

 
Figure 6 Comparison with a reference - unstandardized form 
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Figure 7 Comparison with a reference - standardized form 

 
Both Figures 5 and 6 show strong correlation  

ݎ) ൌ ݎ	݀݊ܽ	0,74	 ൌ 	0,75ሻ with the obtained real-world 
data. Higher values are prevented by the peak values in the 
summer months (July_01 as well as July_02, August_02 
and September_02).  

Summarizing, our results underline the model´s 
capability to represent the interactions between the focused 
variables. This capability offers the possibility to indicate 
potential changes in the delay variable due to changes in the 
variable movements or ATCOh by simulations. This 
approach saves both time and (human or financial) 
resources. Especially in a dynamic market such as the 
aviation industry (see section I) the use of this model can 
increase the understanding and finally the ability to assess 
the economic performance.  

VI. CONCLUSION 

This paper offers a conceptual generic approach on how 
to combine capacity related as well as economic related 
aspects including their interdependencies. The overall goal 
of the approach is to increase understanding in the system´s 
behavior and the nonlinear interdependencies of relevant 
parameters (movements, ATCOh, delay). Doing so, the 
paper overcomes the drafted scientific gap in the literature 
review. The importance of performance measurement is 
expressed by drawing a picture of recent SES activities with 
the main objective of coping with a sustained air traffic 
growth and air traffic operations under the safe, cost- and 
environmentally friendly conditions. 
 

The significance of the findings can be achieved by 
comparing the model´s output with real-world data. The 
exemplary analysis of the key parameters such as 
movements and the resulting air traffic controller hours 
underline the added value towards a strategic decision 
support. 
 

Summarizing, the developed modelling approach as well 
as the application-oriented implementation of the model 

offer a scientific basis for future ANSP related performance 
assessment in order to meet the challenges ahead. 
Furthermore, the necessity of understanding the dynamics in 
system´s interactions over time is emphasized with the 
system of systems approach. This approach picks up the 
modelling idea of this paper and describes the way forward 
in terms of understanding and assessing performance in 
complex systems.  
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